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A B STRACT . The paper presents the analysis of some two-degree-of-freedom nonlinear 
systems under random excitation using Local Mean Square Error Criterion which is an 
extension of Gaussian Equivalent Linearization. The results obtained shows that the new 
technique can be very efficiently used not only for simple-degree-of-freedom systems as pre­
sented in the previous papers, but also for multi-degree-of-freedom ones. The solution's 
accuracy obtained by the proposed technique is much more improved than that using the 
traditional linearization. The conclusions in the paper point up the significance of this 
technique. 

1. Introduction 

Gaussian equivalent linearization (GEL) proposed by Caughey [1] is presently 
the simplest tool widely used for analysis of nonlinear st.ochastic problems. However, 
a major limitation of this method is perhaps that its accuracy decreases as the non­
linearity increases, and for many cases it can leads to unacceptable errors . Therefore, 
GEL has been developed by many authors [2-9] to obtain more improved solution 
accuracy. 

N. D. Anh & M. Dipaola [8] proposed "Local Mean Square Error Criterion" 
(LOMSEC) which is an extension of GEL. The Authors gave initial tests based on 
Duffing and Vanderpol oscillators under a zero mean Gaussian white noise. Follow­
ing the initial efforts of Anh & Dipaola, L. X. Hung investigated and developed the 
proposed technique through analysis of a series of diverse nonlinear random systems 
[10-11] . The obtained results show advance of LOMSEC, especially the solution 
accuracy is significantly improved. 

However , so far the proposed technique has been just tested for nonlinear random 
simple-degree-of-freedom (SDOF) systems. So, the problem concerned by this paper 
is to develop the method LOMSEC for nonlinear random multi-degree-of-freedom 
(MD.OF) systems. 

Exact solutions to Fokker-Planck (FPK) equation are known only for special 
cases. Specifically, this equation can be solved for linear systems in any dimensions 
and can be solved for a limited class of nonlinear systems in two-dimensions. Some 
special stationary solutions are also known for systems in more than two-dimensions 
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[14], but these solutions typically require special relationships between the system 
and excitation parameters, which are unlikely to be met in practice. Numerical 
methods for solving the forward and backward FPK equation, available for two­
and three-dimensional states are computationally very expensive, especially when 
investigating the effects of varying the system parameters on the probability den­
sity function (PDF), response moments, and system reliability. Some methods for 
reasonable approximate solutions of MDOF systems as well as its limitations are 
mentioned in [13] . In general, nonlinear random MDOF systems troubled many 
researchers in various areas for almost half a century was that it was generally diffi­
cult with any available method to obtain desirable approximate solutions of highly 
nonlinear random systems. 

The paper analyzes two nonlinear random two-degree-of-freedom systems whose 
exact PD~ solutions are known. The significantly improved solution accuracy as 
well as the advance by using LOMSEC instead of using GEL is shown based on a 
simultaneous comparison to the exact solution. Numerical analysis processes are 
verified by' using the computerized program Mathematica 3.0 [17]. 

2. Local Mean Square Error Criterion 

First of all , we recall some basic ideas of the method of GEL. Suppose that 
the mechanical structure discredited by a MDOF . system is described by a set of 
nonlinear first order differential equations: 

i = g(z) + f (t) (2.1) 

where a aot denotes time differentiation, z = (z1 , z2 , .. . , zn)T is a vector of state 
variables, n is a natural number, g is a nonlinear vector function of components of 
z , f(t) is a stationary Gaussian random excitation vector, with zero mean. Suppose 
that a stationary solution to Eqn. 2.1 exists. Denote: 

e(z) = i - g(z) - f (t). (2.2) 

Eqn. 2.1 can be rewritten in the form: 

e(z) = 0. (2.3) 

Following the GEL method, we introduce new linear terms in the expression of 
e(z): 

e(z) = i - Az +.Az - g(z) - f (t), (2.4) 

where A = { aii} is a n x n constant matrix. Let vector y be a stationary solution 
of the linearized equation: 

ii - Ay.,.:.. f(t) = 0. (2.5) 
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The vector y is Gaussian since the excitation vector f (t ) is Gaussian. Using 
Eqn. 2.5 one gets from (2.4): 

e(y) = Ay - g(y). (2.6) 

Thus, if consider y as an approximation to the solution of the original nonlinear 
Eqn. 2.1 it is seen that e(y) is an equation error which should be minimized from 
an optimal criterion. There are some criteria for determining the matrix of lin­
earization, for example, Shocha and Soong [6], Naess [7], Anh and Schiehlen [9], etc. 
The most extensively used criterion is the mean square error criterion Caughey [1], 
which requires that the mean squares of error be minimum (here called as Caughey 
criterion) : 

(e:(y)) ~min i,j = 1, .. . , n , 
llij 

(2.7) 

where ei(y) are components of e(y) . The criterion (2.7) leads to the necessary 
condition: 

(2.8) 

From Eqn. 2.8 it is seen that the matrix of linearization A of the linearized 
Eqn. 2.5, in turn, depends on the statistics of the response. If in the mat rix A 
higher order joint moments of the response appear, they can be expressed in terms 

·of second order moments since y is a Gaussian random vector . 
So, the classical version of GEL as described above, supposes that the minimiza­

tion of the equation error may give a minimization of the solution error. It should 
be noted that up to now there is no theoretical proof of GEL; its accuracy has been 
investigated only by the comparison of the solutions obtained by GEL with their 
exact solutions if available or with simulation solutions. No mathematical link be­
tween the equation error and the solution error has been established. For the full 
information it should also be noted that there is another version of the mean square 
error criterion in which the linearized process y in (2.8) is replaced by the original 
nonlinear one z. In that version the mean square error criterion can give the exact 
solution, for example, when the excitation process is white noise one. 

Denote by p(y) the joint probability density function of the response vector y to 
the Eqn. 2.5 . The criterion (2.7) can be rewritten in the explicit form: 

+oo + oo · 

J (n) J e;(y)p(y)dy ~ rr;fin . (2.9) 

-oo -oo 

Since the integration is taken over all the co-ordinate space y E ( - oo; +oo), the 
criterion (2.7) may be called "Global Mean Square Error Criterion" . An extension 
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of the concept, which supposes that the global mean square criterion (2.9) can leads 
to a large error for some nonlinear systems, especially as strong non-linearity. To 
increase the accuracy, the expected integration should be taken only in a domain 
where the response vector y is concentrated, yields the "local mean square error 
criterion" (LOMSEC) [8] : 

where 

[e;(y)] ----> min, 
aij 

y~ayl y~ayn 

[e;(y)] = J (n) J (·)p(y)dy , 

(2.10) 

(2.11) 

<l o o o · · · 1 f an Yi , y2 , ... , Yn are given pos1t1ve va ues, O"yi, ... , O'yn are square roots o variances 
of-components Yi , Y2, .. . , Yn· It is noted that as in GEL the values O"yi, ... , O'yn are 
considered as independent parameters from aij when minimizing (2.10). Thus, the 
LOMSEC (2.10) yields the necessary conditions similar to (2.8) : 

(2.12) 

The linear Eqn. 2.5 can be solved together with Eqn. 2.8 (Caughey) or Eqn. 2.12 
(Lomsec) by any of the existing analyticai measure, of which some measures should 
be summarized here: 

1/ The exact PDF of Eqn. 2.5 can be found by solving FPK equation, using 
this PDF for determining higher-order moments which appeared in Eqn. 2.8/2.12. 
Then, the moment equations in combination with Eqn. 2.8/2.12 become a closure-set 
of equations. Caughey and Lomsec solution respectively come'from this closure-set. 
However, the closure-set covers a series of nonlinear algebraic equations which is 
unlikely to be solved by using the existing mathematical software (so far, some 
available ill Vietnam such as Mathematica 3.0, Maple 5.0, ... ). 

2/ Some cyclic procedures for numerical solutions for GEL may be used such as 
Naess [7], Assaf and Utku [12], take the procedure in [12] for example: 

(a) Assign an initial value to the instantaneous correlation matrix (yyT) 
(b) Use Eqn. 2.8 to construct the matrix A. · 
(c) Solve Eqn. 2.5 for the new instantaneous correlation matrix (yyT) . 
(d) Repeat steps (b) and (c) until results from cycle to cycle are similar. 
This procedure can be also applied for Lomsec by using Eqn. 2.12 and Eqn. 2.5, 

in addition at the step (a) positive values y~, y~, . .. , y~ are given. 

3. Illustrative examples 
Example 1. Consider the nonlinear random two-degree-of-freedom system, which 
was analyzed by Guo-Kang Er and Vai Pan Iu using an approximate PDF method 
[13]: 
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1 . 
ih + 2a1 (811Y1 + 2a2812Y2) + 2a3y1 + 4a4yf + 6a5yr = ~6 (t), 

(3.1) 
ih + ~ai[2(1 - a2)812Y1 + 822Y2] + 2a5y2 + 4a7yg + 6asyg = J8;;6(t), 

where ai, a2, ... , as are some constants; ~i(t), (i = 1, 2), is Gaussian white noise. 
Denoting Y1 = x1, Y1 = x2, Y2 = X3, Y2 = X4, we can express the system by the 
following four-dimensions nonlinear random system: 

(3.2) 

X4 = -~ai[2(1 - ai)812X2 + S22X4] - 2a5X3 - 4a1x~ - 6asxg + yS;;°6(t). 

For this system, the exact stationary PDF solution found [14-15] does not depend 
on the parameters 8 11 , 812, 822, a2: 

(3.3) 

where C is a constant determined from the normalization condition: 
00 00 00 00 

j j j j p(x1 , x2, X3, x4)dx1dx2dx3dx4 = l. (3.4) 
-oo -oo -oo -oo 

The exact solutions in the form of second order moments: 
')() CXl 00 00 

(x;)e = j j j j x;p(x1 , x2 ,x3;x4)dx1dx2dx3dx4 i = 1 and 3. (3.5) . 

-oo -oo -oo -oo 

From (3.3), since the variables x1 , x2 , x 3 , x4 are independent, so (3.3) and (3.4) 
can be expressed as follows: 

p(x1, x2, x3, X4) = p(x1)p(x2)p(x3)p(x4), 

C = C1C2C3C4, 

where p(xi) =Ci exp {q(xi)}; , and Ci= ,[ j exp{ q(xi)}dxi]-
1 

. -00 
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A three-dimensional graphic of the joint-PDF p(x1 , x 3 ) with a set of the para­
meters value given ai = a3 = a 4 = a 6 = 1; a 5 = a 7 = a 8 = 100; is shown in 
Fig.1 

cpo2 
0.01 

Fig. 1. Three-dimensional graphic of the joint-PDF p(x1, x3) 

With (3.6) we get from (3.5) a more simplified expression: 

00 

(x;) e = J x;p(xi)dxi i = 1 and 3. 

- ()() 

(3.7) 

We put linearization terms to substitute for the nonlinear terms in the system (3.2): 

(3.8) 

where a and f3 are linearization coefficients. The linearized system is: 

X1 = X2, 
1 

±2 = -2a1(S11x2 + 2a2S12x4) - (2a3 + a)x1 + ~6(t), 
(3 .9) 

X3 = X4, 

±4 = -~a1[2(1 - a2)S12X2 + S22x4] - (2a5 + f3)x3 + )S;;6(t). 

The assumption (3.8) leads to an equation error as follows: 

(3.10) 
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The solution of the linearized system (3 .9) is known: 

and (x5) = 
1 

. 
a1 (2a5 + /3) 

Canghey criterion yields the following condition: 

(ei) --> m1n; and (e~) --> mJn; =? ( e1 ~:) = O; and ( e2 ~~) = 0. 

Expanding the condition (3.12), one gets: 

a= 90a5 (xi) 2 + 12a4(xi), 

f3 = 90as(x~ ) 2 + 12a7 (x~). 

(3.11) 

(3.12) 

(3.13) 

The closnre-eqnation system is obtained by the combination of (3.11) and (3.13): 

(3 .14) 

Solve the equation system (3.14) , one gets Caughey solution with attention that 
only positive real solution of (3.14) to be taken. 

LOMSEC criterion yields the following condition: 

and [ 
8e2]+ra,,3 . 

e2 - = 0, 
8(3 - ra,,3 . 

(3.15) 

where (-raxi, +raxi) are the expected integration domains, CJ xi are square roots of 
variances of components Xi (i = 1, 3), r is a given positive value. 

Some import.ant formulas for LOMSEC process should be recalled here [10-11]: 

[x2n]ra,, = Tnr(x2 )n with: n = 1,2, ... ; 
- TUx ' 

r 

Tn ,r = j t2nn(t)dt; 
1 t 2 

n(t) =- exp {--} . V21t 2 
- r 

Expanding the condition (3.15) and applying (3.16), one gets: 

a= 6asHr (xi)
2 + 4a4Kr(xi), 

(3 = 6asHr (x5)
2 + 4a1Kr(x~), 
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where 

r r 

J t4n(t)dt J t6n(t)dt 
Kr= or __ _ Hr=_o __ _ 

r (3.18) 
J t2n(t)dt J t2n(t)dt 
0 0 

The closure-equation system is obtained by the combination of (3.11) and (3.17): 

(3.19) 

Ideal integration domain (-re, +re) which gives \ x7 ) LG = \ x7) e can be found by 
imputing to the equation (3.19) the exact solution \x;)e obtained from (3.7). Based 
on the exact values of re which depend on the various nonlinearity, we select an 
expected (reasonable) integration domain (-r, +r) for LOMSEC solution \x;) LG' 

Consider the system with the following values of the parameters; 
a1 = a3 = a4 = a5 = 1; as= a1 =as= c(0.1-100); Su, S12 , S22, a2 =arbitrary; 
The numerical results of the solutions (the Exact \ x;) e, Caughey \ x;) G' Lomsec 

\x;) LG) as well as the error evaluations De (%) and DLc (%) are given in tables 
1 and 2. The dependence of Lomsec solution on the various integration domain as 
well as the correlation of the solutions (Exact, Caughey, Lomsec) at a given value 
of nonlinearity c, for example, here c = 100 are shown in figures 2. 

Table 1. The numerical result of the response x1 

€ \xDe \xDe De(%) re \xDLe Dtc(%) 

0.1 0.22625 0.20601 -8.946 2.50065 0.~3428 . 3.549 
1 0.18974 0.16033 -15.500 2.37346 0.19318 1.813 

10 0.12036 0.09250 -23 .147 2.22877 0.11741 -2.451 
100 0.06318 0.04611 -27.018 2.15897 0.05974 -5.445 

Table 2. The numerical result of the response x3 

. 
€ \xDe \xDe De(%) re \ xDLe DLe(%) 

0.1 0.33940 0.30936 -8.851 2.59215 0.35538 4.708 
1 0.18974 0.16033 -15.500 2.37346 0.19318 1.813 

10 0.08307 0.06884 -17.130 2.30391 0.08314 0.084 
100 0.03073 0.02574 -16.238 2.29574 0.03068 -0.163 
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T he expected int.egrat.ion domain is r = 2.3; The probahili t.y I' (xi)r= 2.3 = 0.97855 

0.08 

0.07 • 

(zf) 

0.038 

0.036 

0.034 

0.03Z 
• 

-----------------·------ ----------- --- ----- -----------•-------- -------- ---
• z • 3 ~ s r 0.06 

0.028 

• 0.026 .... I _________ • ..___. • ..._ ..... ..__ ... 

Fig. 2. Graph of the Exact , Caughey and Lomsec solutions with € = 100. 

Denote: - - - - Exact, - Caughey, • • • Lomsec 

Comments. Lornsec solution accuracy is much more improved than that of Caughey 
one, especially as st rong nonlinearity. The exact. solution is always bigger than the 
Caughey, meanwhile the Lomsec solnt.ion varies in accordance with value of the 
integration domain (r). In Fig. 2. We can see that the cnrve of the Lomsec solution 
crosses the exact at a point in accordance with a defined value of r , and approaches 
t.o the Caughey in the prot:ess of r ~ oo. . 

Exam ple 2 . Consider t he following nonlinear random two-degree-of-freedom sys­
tem , which was analyzed by \,Yen Yao Jia and Tong Fang using an another approx­
imat.e PDF method [16]: 

Xi + (kti + ~EJ U(xi) = wi(t) i = 1, 2, 
UXi 

where 

1 22 1 22 4 . 2 2 4 
U(xi) = 2w1x 1 + 2w2 x 2 + >. 1x 1 + A3x 1x 2 + >.sx2 . 

Under the following assumptions: 

(wi(t) ) = O; i = 1, 2, 

(wi (t)wj (t + T) ) = 27rk;8i18(T) ; i,j = 1, 2, 

{Ji = Rki; i = 1, 2. 

The excitation in (3.20) can be rewritten using (3.22): 
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The FPK equation corresponding to the system (3.20) has an exact. solution for the 
stationary PDF: 

(3 .24) 

where C is determined by the normalization condition, i. e., 

(3.25) 

A three-dimensional graphic of the joint-PDF f (x 1 , x 2 ) with a set of the parameters 
value given R = 0.5; /31 = /32 = 0.1; w1 = 2; w2 = 4; >-1 = A 3 = >-5 = 100; is shown 
in F ig. 3. 

Fig. 3. Three-dimensional graphic of t he joint-PDF J ( X1, X2) 

The exact solutions in the form of second order moments: 

00 CX) 

(x;)e = J J x7f(x1 , x2)dx1dx2 i = 1,2 . 

- ex:> - ex:> 

From (3.20), (3.21) , (3 .23) , the original system can be rewritten: 

x1 + {31±1 + wix1 + 4>-1xi + 2A3X1X~ = g 6 (t) , 

X2 + /32±2 + w~x2 + 4,\5x~ + 2,\3xix2 = M 6 (t). 
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The simple linearization process can be applied for the system (3 .27) by the follov::ing 
s11hstit11tes: 

4>11xi + 2>.3x 1 x~ = p1x1 , 

4A5X~ + 2A3xix2 = P2X2 . 

The linearized system is governed by the following two-equation system: 

The assumption (3.28) leads to an equation error as follows: 

e1 = 4>.1xi + 2>.3x 1x~ - P1X1 , 

e2 = 4A5X~ + 2>.3xix2 - P2X2. 

The solution of the line(lrized system (3.29) is found: 

and 

Caughey criterion yields the following condition: 

and 

(3.28) 

(3.29 ) 

(3.30) 

(3.31) 

(3.32) 

Expanding the condition (3.32) and in combination with (3 .31 ), we get a closme­
equation system so that gives Caughey solution: 

12>.1 (xi)~ + 2>.3(xi) 0 \xD c + wi(xi) c - ;, = 0, 

12>.5 (xD~ + 2>.3 (xiJc\xDc + w~(xDc - ;, = 0. 

LOMSEC criterion yields the following condition: 

and 

(3.33) 

(3.34) 

where (-rrrxi , +rrrxi) are the expected integration domains, axi are square roots of 
variances of components xi (i = 1, 2), r is a given positive value. 
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Expanding the condition (3.34) in combination with (3.31) and applying (3.16), 
we get a dosnre-equation system so that gives LOMSEC solntion: 

where 

4-\1Kr (xf)~G + 2,\3Hr(xi) LG(x~) LG+ w~(xi) LG - ~ = 0, 

r 

J t4n(t)dt 
0 Kr=-r---
J t2n(t)dt 
0 

r 

J t 2n(t)dt 
Hr= _o_r __ _ 

J n(t)dt 
0 

(3.35) 

(3.36) 

The ideal integration domain (- re, +re) which gives (xt) LG = (xf) e' and the ex­
pected integration domain (-r, +r) for LOMSEC solution are determined by the 
way as presented in example 1. 

Consider the system with the following values of the parameters: 
R = 0.5; /31 = /32 = 0.1; W1 = 2; W2 = 4; A1 = A3 = A5 = µ(0 .1 - 100). 
The numerical results of the solutions as well as the error eva.luations are given 

in tables 3 and 4. The dependence of Lomsec solution on the various integration 
domain and the correlation of the solutions (Exact, Caughey, Lomsec) at a given 
value of nonlinearityµ , for example, hereµ= 100 are shown in figures 4. 

Table 3. The numerical result of the response x 1 

µ (xi)e ( 2\ 
Xl/G De(%) re ( 2' 

X1) LG DLc(%) 

0.1 1.17821 1.15140 -2.275 2.86613 1.20360 2.155 
1 0.60378 0.55671 -7.796 2.53319 0.60607 0.37, 
10 0.22519 0.20077 -10.844 2.42279 0.22169 -1.554 

100 0.07462 0.06591 -11.673 2.39088 0.07300 -2.171 

Table 4. The numerical result of the response x2 

µ (x§)e (xDc De(%) re (x§)LG DLc(%) 

0.1 0.37680 0.37664 -0.042 3.45000 0.37892 0.563 
1 0.30640 0.30284 -1.162 2.94430 0.31267 2 .046 

10 0.16987 0.160i5 -5.724 2.59630 0.17212 1.325 
100 0.06766 0.06122 -9.518 2.44672 0.06716 -0.739 
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The expected integration domain r = 2.5; The probability P(xi)r=2 .5 = 0.98758 

(x/) (xf> 

0.0775 
0.085 

0.0750 • • 
0.080 0.0725 

2 3 4 5 0.075 ______________ ... ______________ _ 
a.0675 _______________ ,.__ ----------------

-r-'~~_.__._~___,~~...._,_~~-'--~~_._ r 0. 0650 
2 • 4 5 0.0625 

• • • 
Fig. 4. Graphic of the Exact , Caughey and Lomsec solutions withµ ='= 100. 

Denote: - - - - Exact, - Caughey, • • • Lomsec 

Comments. The numerical analysis obtained from example 2 leads to the similar 
comments to example 1. 

4. Conclusions 

Through the illustrative examples, the obtained results show that Lomsec tech­
nique can be efficiently used not only for nonlinear random systems with SDOF 
[10-11] but also for two-DOF. The most significant advantage of Lomsec technique 
is to obtain much more improved solutions compared with using Caughey criterion. 

A defined value (integration domain) exists, that leads to the exact solution 
by using Lomsec technique. It means that in principle, it is possible for Lomsec 
criterion to find exact solution, meanwhile this is impossible for Caughey criterion. 

By the way of changing the limitation · of integration domain, the Lom~ec pro­
vides with a lot of different approximate solutions, and as r = CXJ the Lomsec gives 
Caughey solution. 

The investigation result leads out a suggestion of fact that it is possible to use 
an expected value (for example r = 2.5) for the .similar systems. This makes the 
application more convenient to solve the practical technical problems. 

The proposed technique may be extended to other two-DOF systems as well as 
to MDOF (more two-DOF) systems. 
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PHAN Tf CH GAN DUNG MOT s6 HE NGAU NHIEN PHI TUYEN HAI BAc Tu no 
::::, ..... , ..J. ' • "" , ,. • • 

BANG MQT PHAT TRIEN CUA TUYEN TINH HOA TUONG DUONG GAUSS 

Bai bao trlnh bay vi~c phan tich m(lt vai h~ phi tuyen hai b~c t1.r do chiu kich 
d(lng ngan nhien dimg tieu chuan sai so blnh phuang tnmg blnh khu vl_rc - m9t 
phat trien dia phmmg phap tuyen tfoh h6a tuang duang Gauss. Cac ket qua nh~n 
duqc chi ra rang ky thui[tt m&i c6 the duqc s1'r d1.mg rat hi~u qui khong chi doi v&i 
cac h~ m9t b~c b.r do nhu da trlnh bay trong cac bai bao tnr&c, ma con doi v&i cac 
h~ nhien bi[tc b.r do. D9 chinh xac dia lai giru nh~n duqc b&i phuang phap d\r kien 
duqc cai thi~n dang ke han so v&i dimg tnyen tinh h6a truyen thong. Nhfrng ket 
lu~n trong bai 'bao cho thay r6 y nghia d1a ky thui[tt m&i nay. 
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