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Abstract. In this paper we study vibrations of fractional oscillators by two methods: the
triangular strip matrix approach, based on the Grünwald-Letnikov discretization of the
fractional term, and the state variable analysis, which is suitable for systems with frac-
tional derivatives of rational order. Some examples are solved in order to compare the
two approaches and to conduct comparison with benchmark problems.
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1. INTRODUCTION

Oscillators play an important role in scientific and engineering fields, since they
represent the simplest model adopted to observe the dynamic behavior of complex struc-
tures. In particular, the so called fractional oscillator, that is a generalization of the clas-
sical harmonic oscillator in the fractional calculus framework, has started to attract in-
creasing attention in the last decade. It has been found that it can describe many systems
by equations consisting of derivatives with fractional order, allowing to obtain more ac-
curate and detailed results. A relevant issue is that the derivative of fractional order at
any point of the domain has a local property only when the order is an integer number.
For non-integer cases, the fractional derivative is a nonlocal operator and depends on the
past values of the function (left derivative) or future ones (right derivative).

Various methods has been developed for the solution of fractional oscillator: Gaul
and Schmidt [1] presented a method based on the Grünwald-Letnikov definition of frac-
tional derivatives for numerically evaluating the fractional time-derivatives in conjunc-
tion with the time –integration of fractional differential equations is particularly useful
for problems which comprise multiple degrees of freedom systems with a high num-
ber of time-integration steps and where the immense amount of computational efforts
can be drastically reduced without losing the properties and the benefits of fractional
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derivatives; Ciesielski and Blaszczyk [2, 3] proposed a numerical solution of the non-
homogeneous fractional oscillator equation in a finite time interval that transforms the
governing equation into integral form; Yuan and Agrawal [4] converted the fractional
differential equation governing the dynamics of the system into a set of differential equa-
tions with no fractional derivative terms using Laguerre integral formula, they found that
with their method is not necessary to store the past history of the response. Many other
techniques take advantage of the fact that the fractional differential equations can be re-
duced to Volterra type integral equations (see for example Tofighi [5,6], Achar, Hanneken
and Clarke [7, 8]).

As remarked in his paper by Stanislavsky [9], the “free” and “forced” oscillations
of a fractional oscillator depend on the index α, and they depend on different damping
parameters.

In this paper two methods are employed to compare different cases and types of
loads. The first one is based on the Grünwald-Letnikov discretization and it involves the
so called triangular strip matrices, as it was initially treated by Podlubny [10]; the second
one instead refers to the complex eigenanalysis in the state variable domain to decouple
the set of FDEs governing the dynamics of multi-degree-of-freedom system, as suggested
by Di Paola and Pinnola [11]. In this section, some basic and useful definitions related to
fractional calculus are reported.

2. FRACTIONAL CALCULUS: BACKGROUND AND REPRESENTATION

Fractional calculus is becoming a very popular subject in the scientific fields. Many
books, surveys and researches has been dedicated to this topic. Interested reader can
consult for example books by Oldham and Spanier [12], Miller and Ross [13] Gorenflo
and Mainardi [14], Samko [15], Kiryakova [16] and Podlubny [17]. This interest stems
from the fact that fractional derivatives can be successfully applied to various areas in
physics and engineering within the context of the constitutive modeling of materials,
control theory, bioengineering or stochastic models. Generally an approximate solution
of the problem must be calculated numerically by applying a suitable time-integration
scheme; in this case all fractional derivatives or integrals have to be evaluated at any
instant of time, so that the entire time history of the respective variables has to be taken
into account due to the non-local feature of fractional operators.

There are several alternative representations of the fractional derivatives of order
α. First of all we mention the Riemann-Liouville representation, involving the equation

RLD−α
0 f (t) =

1
Γ (m− α)

dm

dtm

t∫
0

(t− τ)m−α−1 f (τ) dτ, m− 1 ≤ α < m ∈ Z+ (1)

where Γ (·) is the Gamma function and Z+ is a set of positive real numbers.
Second representation is the Caputo’s fractional derivative definition, that is

CDα
0 f (t) =

1
Γ (m− α)

t∫
0

(t− τ)m−α−1 f (m) (τ) dτ, m− 1 ≤ α < m ∈ Z+ (2)
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where f (m) is the m-th order derivative of f (t).
Another representation of fractional derivatives is based on the Grünwald-Letnikov

definition and can be cast in the form.

GLDα
0 f (t)=

m−1

∑
k=0

f (k) (0) t−α+k

Γ (−α + k + 1)
+

1
Γ (m−α)

t∫
0

(t−τ)m−α−1 f (m) (τ) dτ, m−1≤α<m∈Z+

(3)
That could be rewritten as

GLDα
0 f (t) = lim

h→0

1
hα

n

∑
k=0

(−1)k
(

α
k

)
f (t− kh) . (4)

It is evident that the only difference between the Riemann-Liouville and the Ca-
puto’s derivative definitions is in the sequence of the differentiation. Specifically in the
Caputo’s case first the function is differentiatedm times and then integrated m− α times,
while in the Riemann-Liouville case the function is integrated m− α times and then dif-
ferentiated m times.

3. GRÜNWALD-LETNIKOV DISCRETIZATION

A useful method that can be used in order to solve a dynamic vibration problem,
i.e. fractional oscillator, by means of fractional calculus, is the Grünwald-Letnikov frac-
tional discretization. This method is based on triangular strip matrix approach to dis-
cretize operators of differentiation and integration of arbitrary real order.

The Grünwald-Letnikov operators are important since they can be viewed as the
discretized form of Riemann-Liouville or Caputo’s fractional operators.

We are starting with the classical backward difference scheme(
d
dt

f
)
(t)
∣∣∣∣
t=tk

∼=
1
h
∇ f (tk) =

1
h
[ f (tk)− f (tk−1)] , k = 1, 2, . . . , N. (5)

All these N equations can be written in matrix form as

1
h
∇ fN =


h−1 f (0)

h−1 [ f (t1)− f (0)]
h−1 [ f (tk)− f (tk−1)]

h−1 [ f (tN)− f (tN−1)]

 =
1
h


1 0 0 . . . 0
−1 1 0 . . . 0
0 −1 1 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1





f (0)
f (t1)

...
f (tk)

...
f (tN)


, (6)

where f T
N = [ f (t0) , f (t1) , . . . , f (tN)]

T, and the matrix is a lower triangular strip matrix B(1)
N

(see Podlubny [10]). According to Podlubny [10], the matrix B(α)
N is the discrete analogue

of the left-sided fractional differential equation of order α.
The second order derivative can be obtained as(

d2

dt2 f
)
(t)
∣∣∣∣
t=tk

∼=
1
h2∇

2 f (tk) =
1
h2 [ f (tk)− 2 f (tk−1) + f (tk−2)] , k = 1, 2, . . . , N (7)
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In matrix form Eq. (7) reads

1
h2∇

2 fN =
1
h2 B(1)

N B(1)
N fN = B(2)

N fN , (8)

where B(2)
N is a lower triangular matrix again.

Thus, generalizing we can write that

1
h2∇

j fN =
1
hj B(1)

N B(1)
N . . . B(1)

N︸ ︷︷ ︸
j−fold

fN = B(j)
N fN . (9)

The j-fold integration proves to be ruled by the inverse operator of
(

1
h B(j)

N

)−1
, and then

hj I j fN = hj B(1)
N B(1)

N . . . B(1)
N︸ ︷︷ ︸

j−fold

fN . (10)

The inverse of lower triangular strip matrix is a lower triangular strip matrix too.

The latter matrices B(j)
N and

(
B(j)

N

)−1
may be constructed in the form

1
hj B(j)

N =
1
hj



w0 0 . . . 0 0 . . . . . . . . . . . . 0
w1 w0 . . . 0 0 . . . . . . . . . . . . 0
...

...
. . .

...
. . . . . . . . . . . . . . .

...

wj wj−1
. . . w0

...
...

. . . . . . . . .
...

0 wj
. . .

... w0
...

. . . . . . . . .
...

...
...

. . . wj−1
... w0

. . . . . . . . .
...

...
...

. . . . . . wj−1
...

. . . . . . . . .
...

...
... . . .

. . . . . . . . . . . . . . . . . .
...

...
... . . .

. . . . . . . . . wj−1
. . . . . . 0

0 0 . . . 0 0 . . . wj wj−1 . . . w0



, (11)

with ωj = (−1)r
(

j
r

)
, r = 0, 1, . . . j, γ0 = 1, γr = r.

4. UNIT-STEP RESPONSE OF HALF-DEGREE-OF-FREEDOM SYSTEMS

Let us try to apply this methodology on a simplest possible problem of the half
degree of freedom oscillator, i.e. oscillator with damping and spring but no mass, unit-
step response by means of Wolfram Mathematica 9 package. We are dealing with following
problem:

cα (Dαx) (t) + kx (t) = U (t) , (12)

in which cα =
1
2

is the damping coefficient, k = 1 is the elastic coefficient, U (t) =unit-
step force and 0 < α < 1.
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Using the Grunwald-Letnikov approach, the response history x (t) at each discrete
nodal point x (j∆), depicting the behavior of the oscillator during time, can be found.

In particular, the solution of the above problem reads
1

∆t
cα + B(α)

N xN + kkxN = fN , (13)

with ∆t = h is the temporal step, N∆t is the total considered time. Also, vectors

xN = [x (∆t) , x (2∆t) , . . . , x (N∆t)]T ,

fN = [ f (∆t) , f (2∆t) , . . . , f (N∆t)]T ,

and B(α)
N are defined as before.
Thus the response is

xN =
[ cα

∆t
B(α)

N + kk I
]−1

fN , (14)

with 0 < α < 1.
In particular, if we define the mesh points as

tj = a + j∆t, j = 0, 1, . . . , N. (15)

The discrete approximation of Grünwald-Letnikov is

Dα,∆t
G−L =

1
∆tα

j

∑
k=0

ω
(α)
k x

(
tj−k

)
, (16)

where

ω
(α)
k = (−1)k

(
α
k

)
= (−1)k α (α− 1) . . . (α− k + 1)

k!
=

Γ (k− α)

Γ (−α) Γ (k + 1)
. (17)

5. APPLICATIONS

In the following some numerical examples are reported in order to understand
how the behavior of the half degree of freedom is affected by the change of the fractional
order value α.

In the numerical implementation, we assume a time step ∆t = 0.02, and cα =
1/2, k = 1 and α taken as either of following values: 1/2, 1/3, 2/3, 1.

For different values of α we can observe that the higher the order of differentiation
the higher the response curve (Fig. 1).

We can also compare the response of the half-oscillator for different types of load-
ing (Fig. 2).
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Fig. 1. Half-degree of freedom fractional oscillator comparing different
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Fig.2 Comparison of responses to different types of loading: rectangular, triangular, half-sinusoidal excitations 
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Fig. 2. Comparison of responses to different types of loading:
rectangular, triangular, half-sinusoidal excitations

6. UNIT-STEP RESPONSE OF A SINGLE DOF FRACTIONAL OSCILLATOR

Let us consider now the unit-step response of a fractionally damped oscillator. The
general equation of motion can be written in the form

mẍ (t) + cα (Dαx) (t) + kx (t) = U (t) . (18)

This equation describes the dynamics of a single-degree-of-freedom spring-mass-
damper system, that represents the model of frequency dependent viscoelastic damping
of a material. In this case the Grünwald-Letnikov solution can be found in the following
recurrent form

M∆t2B(2)
N xN + Cα∆tαB(α)

N xN + KxN = fN , (19)

where B(2)
N = B(1)2

N , and B(1)
N is defined as before.
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Then the vector of solution xN is given as

xN =
(

M∆t2B(2)
N + Cα∆tαB(α)

N

)−1
fN (20)

in which the matrix in parenthesis is a lower triangular strip matrix.
Some example was implemented in Mathematica, by changing the input values

(Figs. 3-4)
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Fig. 3. Single-degree-of-freedom system simulation for parameters set at
(a) m = 1, c = 1, k = 1, α = 1/2; (b) m = 1, cα = π/4, kk = π2/4, α = 1/2
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Fig. 4. Single-degree-of-freedom system simulation with parameters set
at m = 1, cα = 1, k = 1, α = 1/2, 1/3, 2/3, 1

7. STATE VARIABLE ANALYSIS

Another novel method that can be used to solve this problem is based on complex
eigenanalysis in the state variable domain, to uncouple the set of rational order fractional
differential equations governing the dynamics of the system.
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The limitation of this method consists of the following fact: since fractional or-
ders are involved, the state variable analysis can be performed for fractional degree-of-
freedom systems (FSDOF) with the derivative order being rational.

The fractional r-degree-of-freedom system is described by a coupled system of frac-
tional differential equations of various FSDOF; the problem can be cast in the form

Mẍ (t) +
l

∑
i=1

CiDβi x (t) + Kx (t) = f (t) (21)

where M and K are the mass and the stiffness matrices respectively, Ci is the matrix of
the coefficients cβi of the involved fractional terms of order βi, x (t) is the response vector
and f (t) is the vector of loading.

We assume that all fractional orders are rational, it is possible to represent the
generic fractional order of the above equation as βi = ai/bi where ai, bi ∈ N with
i = 1, 2 . . . , l. Thus the above system can be rewritten as a sequential liner differential
equations of fractional orders

n

∑
j=1

CjDjαx (t) + Kx (t) = f (t) , (22)

where α is chosen such that nα equals the maximum order that appears in the system of
equations and such that all involved orders can be represented as as βi = diα , where
di ∈ N. In this case of nα = 2 and the corresponding matrix Cn = M is the matrix of
the mass; all matrices in the latter equation have dimension r × r. Introducing then the
vector of state variables

zT (t) =
[

xT (t) DαxT (t) D2αxT (t) . . . Dα(n−1)xT (t)
]

. (23)

and considering the n− 1 fractional terms in Eq. (22) we finally get an identity

n−1

∑
j=1

Cj+1DαD(j−1)αx (t) =
n−1

∑
j=1

Cj+1Djαx (t) ,

n−2

∑
j=1

Cj+2DαD(j−1)αx (t) =
n−2

∑
j=1

Cj+2Djαx (t) ,

...

CnDαx (t) = CnDαx (t) .

(24)

Then the set of r× n coupled differential equations is readily cast in the form

ADαz (t) + Bz (t) = g (t) , (25)
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where gT (t) =
[

f T (t) 0 . . . 0
]

, A and B are symmetric matrices defined as

A =


C1 C2
C2 C3

· · · Cn−1 Cn
Cn 0

...
. . .

...
Cn−1 Cn
Cn 0 · · · 0 0

0 0

 , (26)

B =


K 0
0 −C2

· · · 0 0
−Cn−1 −Cn

...
. . .

...
0 −Cn−1
0 −Cn

· · · 0 0
0 0

 . (27)

Decomposing z (t) in the orthogonal basis of eigenvectors of A and B and making
the complex modal transformation

ΨTAΨ = UD, ΨTBΨ = VD,

z (t) = Ψy (t) ,
(28)

with UD, VD being diagonal matrices, a new set of decoupled fractional differential equa-
tion is derived in the form

UDDαy (t) + VD, y (t) = µ (t) , (29)

where µ (t) = ΨTg (t) .
Once the decoupled set is found, the fractional differential equations can be readily

solved.
Even if the state of variable problem in Eq. (29) has a greater number of involved

variables with respect to the problem cast in terms of displacements in Eq. (25) of the
nodal analysis, this apparent increase of computational burden is balanced by the fact
that the maximum involved order in the state variable domain is smaller than the max-
imum order in the nodal analysis. Moreover, in Eq. (22) the system is a set of coupled
in the general case, while the system in Eq. (25) leads readily to the set of uncoupled
equations in Eq. (29).

In order to make a comparison between the two methods, let us reconsider the
same problems of before.

The results implemented in Matlab are in perfect agreement with the ones obtained
with the triangular strip matrix approach derived through use of Mathematica software
(Fig. 5)

It is important to notice that, when the order α = 1 the state variables vector is the
classical one: zT (t) =

[
xT (t) ẋ

]
.

Although the method is applicable exactly if the involved orders are rational, even
in the general case of α ∈ R. It could lead to reasonable results by approximating α as a
fraction.
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Fig. 5. Unit-step response of SDOF system with α = 1/2
in MATLAB (left) and Mathematica (right)

8. RESPONSE TO IMPULSIVE LOADS

Impulsive forces are forces of large magnitude that acts over a short period of time.
With the state variable analysis, in order to get the response for any non-unitary driving
force, a discrete convolution is necessary. If the Duhamel integration method is applied,
the solution obtained before with the Mittag-Leffler function [10,17,18], since correspond
to the unitary step, should be derivated and then applied as kernel in the code.

In particular, using the Green function

G (t) =
1
m

∞

∑
j=0
− 1

j!

(
k
m

)j

t2j+1E(j)
2−β,2+jβ

(
−

cβ

m
t2−β

)
, (30)

to solve the governing equation, where

E(j)
γ,µ (z) =

dj

dzj Eγ,µ (z) =
∞

∑
l=0

(l + j)!zl

l!Γ (γl + γj + µ)
, (31)

is the derivative of order j of the two parameters Mittag-Leffler function, assuming the
system is quiescent at t = 0, the solution is given as

x (t) =
t∫

0

G (t− τ) f (τ) dτ. (32)

This solution can be computationally demanding since there are two summations
with infinity terms as kernel in the convolution integral.

In the following we report the results for rectangular, triangular and half sinusoidal
impulsive loadings, obtained with both methods (Figs. 6-8).

Case 1: Rectangular load
In the particular case of rectangular load depicted in Fig. 6, the response id por-

trayed in Fig. 7. The results are obtained by MATLAB code as well as symbolic manipu-
lation package MATHEMATICA.



Vibrations of fractional half- and single-degree of freedom systems 269

17 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

DATA 

m=1; 

cα= π/4; 

k= π
2
/4; 

β=1/2; 

p=10; 

Fig.7: Response of SDOF system to rectangular load with MATLAB (left) and Mathematica (right) 
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Fig.6: Timewise rectangular load 
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Fig. 6. Timewise rectangular load
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DATA 

m=1; 

cα= π/4; 

k= π
2
/4; 

β=1/2; 

p=10; 

Fig.7: Response of SDOF system to rectangular load with MATLAB (left) and Mathematica (right) 

 

x(t) 

Fig.6: Timewise rectangular load 
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Fig. 7. Response of SDOF system to rectangular load with MATLAB (left) and Mathematica (right)

Case 2: Triangular load
In the case of triangular load in time (Fig. 8), we obtain responses shown in Fig. 9.
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DATA 

m= 1; 

cα= π/4; 

k= π
2
/4; 

β= 1/2; 

p= 10; 

Fig.9: Response of SDOF system to triangular load with MATLAB (left) and Mathematica (right) 
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Fig 8  Timewise triangular load 

 

Fig. 8. Timewise triangular load
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In the case of triangular load in time (Fig. 8), we obtain responses shown in Fig. 9. 

 

 

 

 

DATA 

m= 1; 

cα= π/4; 

k= π
2
/4; 

β= 1/2; 

p= 10; 

Fig.9: Response of SDOF system to triangular load with MATLAB (left) and Mathematica (right) 
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x(t) 
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Fig 8  Timewise triangular load 

 

Fig. 9. Response of SDOF system to triangular load with MATLAB (left) and Mathematica (right)

Case 3: Half-sinusoidal load
In the particular case of half-sinusoidal load, shown in Fig. 10 the obtained results

are depicted in Fig. 11.
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DATA 

m=1; 

cα=π/4; 

k=π
2
/4; 

β=1/2; 

p=10; 

Fig.11: Response of SDOF system to half-sinusoidal load with MATLAB (left) and 

Mathematica (right) 

 

 

Fig 10  Timewise half-sinusoidal load 
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Fig. 10. Timewise half-sinusoidal load
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2
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β=1/2; 
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Fig.11: Response of SDOF system to half-sinusoidal load with MATLAB (left) and 

Mathematica (right) 

 

 

Fig 10  Timewise half-sinusoidal load 
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Fig. 11. Response of SDOF system to half-sinusoidal load with
MATLAB (left) and Mathematica (right)
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 T 

Triangular 

Half-sinusoidal 

Rectangular 

x(t) 

t 

Fig. 12. Responses of SDOF system to different loading types obtained by Mathematica code

9. CLOSED-FORM SOLUTION OF THE RESPONSE

Let us consider the general equation of motion for a fractional single-degree-of-
freedom system

ẍ (t) + Cα (Dαx) (t) + ω2
0x (t) = f (t) , (33)

where Cα = cα/m, ω2
0 = k/m, f (t) = F (t) /m.

The solution of Eq. (33) is obtained following the method of Miller and Ross [13],
and used also by Agrawal [19] and Freundlich and Tylikowski [20]. We assume the forc-
ing function as

F (t) = A · eωt, (34)

where A is the amplitude and ω the frequency, and zero initial conditions. The Eq. (32)
represents the solution of the differential equation with the Green’s function, when α =
0.5 in the form of

G (t) =
4

∑
k=1

λk

4λ3
k + Cα

eλ2
k t ·
[
1 + erf

(
λk
√

t
)]

, (35)

in which λk are the distinct complex roots of the characteristic polynomial

P (z) = z4 + Cαz + ω2
0 = 0, (36)

and erf
(

λk
√

t
)

is the error function defined as

erf
(

λk
√

t
)
=

2√
π

x∫
0

e−t2
dt. (37)

Substituting the expression of the Green function in the Eq. (32) leads

x (t) =
A
m

t∫
0

4

∑
k=1

λk

4λ3
k + Cα

eλ2
k(t−τ) ·

[
1 + erf

(
λk

√
(t− τ

)
)

]
eω(τ)dτ. (38)
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In the case of classical first order derivative damping model, the system response is

x (t) =
A

mω

t∫
0

e−h(t−τ) sin (ω (t− τ)) eω(τ)dτ, (39)

with ω =
√

ω2
0 + h2.

The solution of Eq. (38) becomes

x (t) =
Ae−ht+ωτ(ehtω−ω cos (tω)− h sin (tω))

mω (h2 + ω2)
. (40)

10. CONCLUSION

This paper deals with determination of vibrational behavior of half- and single-
degree of freedom via fractional calculus. It appears interesting to extend the analysis to
multi-degree of freedom systems in light of their possible probabilistic analysis frame-
work.
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