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ABSTRACT. The article devotes to t he construction of equations of motion of const rained 
mechanical systems. The constraint conditions are successively appended to the already 
defined systems. Therefore the algorithm is very flexible and allows studying the separate 
constraints more in detail. For illustration of consequent steps of t he algorit hm one simple 
example is shown. 

L Introduction 

Nowadays in technical application the constraints of mechanical systems are 
becoming increasingly important. They appear in the complex systems such as ma­
chines, robots and other multibody systems where the constraints can int roduce the 
interaction between mechanical problems and problems of other characters: control, 
electric and hydraulic law etc. Even for purely mechanical systems using constraints 
occurs when the redundant generalized coordinates are chosen. 

The equation of motion of constrained mechanical systems is mostly derived by 
using Lagrange multipliers. In combinat ion with various methods, e.g. Newton­
Euler equations or Kane's equations for multibody systems etc., the full form or 
reduced forms of equation of motion are available. In the reduced form Lagrange 
multipliers are excluded from the equation. With the progress of computer technol­
ogy recursive methods are also developed, see e.g. [7], [10], [11], [13] etc. 

In this article we will develop one new method for constructing the equation 
of motion of constrained mechanical systems. The idea of the method is based on 
the principle of compatibility, see e.g. [4], [5] . The equation of motion for the free 
system, i.e. the system without constraints, is assumed to have been constructed 
before. Then the constraints can be added successively to the existing system. 

Since there exists a lot of methods for constructing the equat ion of-motion of 
unconstrained systems, this successive algorithm enables us to study the influence 
of constraints in the more flexible way and more in detail. The algorithm is sug­
gested for computer processing. However, in the illustrative example we can see 
that manual handling is possible, too. 
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2 Theoretical background 

Consider the system with n generalized coordinates, which are the components 
of a n-dimensional vector q. The equation of motion is written in the form: 

Aq=h+r (2.1) 

where A is the system mass matrix of dimension ( n x n) , q is the n-dimensional 
vector of generalized accelerations, h is the n-dimensional vector of all forces acting 
on the system that also includes Coriolis and centrifugal forces but not constraint 
forces , r is the n-dimensional vector of constraint forces due to constraints applied 
to the system. 

Assume that the const raints are written in the matrix form: 

(2.2) 

where G is the (s x n)-dimensional coefficient matrix, g0 is as-dimensional vector 
and s is the number of constraints. G and g0 are, in general, functions of the vector 
of generalized coordinates q and the vector of generalized velocities q. 

We divide s constraint equations into two groups, with s1 respectively s2 con­
straints in each group: 

G1<i + gi = 0 

G 2<i + g2 = 0 

(2.3) 

(2.4) 

where G 1 , G 2 are the matrices of the dimension ( s1 x n) or ( s2 x n) respectively, g1 

and g2 are vectors of dimension s1 or s2 respectively. As shown in [2] each constraint 
has a corresponding term in the total reaction force r , hence the corresponding 
reaction forces of the group 1 respectively 2 can be denoted as r 1 and r 2 respectively. 
Obviously the following holds: 

Therefore the equation (2.1) is writ ten in the form: 

From (2.6) we have: 

.. A - 1 h + A-1 + A-1 q = ri r2 

Putting q from (2.7) into the equations (2.3) and (2.4) yields: 

G 1A-1r 1 + G 1A-1r2 + G1A-1h + gl = 0 

G2A-1r 1 + G2A-1r2 + G1A-1h + g2 = 0. 
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(2.5) 

(2.6) 

(2.7) 

(2.8) 
(2.9) 



Now we will find out the influence of constraint reaction forces r 1 and r 2 to each 
other. Assume that r 2 is known and the task is calculating r 1 . From (2.8) one 
obtains: 

(2.10) 

With assumption of ideal constraints we have n - s1 equations: 

(2.11) 

where D 1 is the (n x (n - s1))-dimensional matrix, see [3]. 
The system of equation (2.10) and (2.11) gives n algebraic equations for n un­

knowns: the components of the vector r 1 . Under the assumption of well-chosen 
constraints, it means: 

the system of (2 .10) and (2.11) yields the reaction forces r 1 . It is necessary to 
emphasize that the first term of the right of (2.10) requires the values of reaction 
force r 2 . 

We will analyze this result more in detail. Consider the situation when we at first 
apply to the system the first group of s1 constraints. The corresponding reaction 
force is ri0

) . In the second stage the second group of s2 constraint will be applied to 
the system. Obviously the reaction forces of the first group will be changed in this 
new situation. The change of reaction force of the first group is denoted by .D.r1 . 

The total reaction force of the first group is r 1 as we have defined before. We can 
write: 

(2.12) 

It is interesting that both terms ri0
) and .D.r1 could be calculated from the system 

of equation (2.10) and (2.11). Really, ri0
) depends only on the constraints of the 

first group and the term b.r1 depends on the reaction force r 2 . Consequently, the 
system of equations (2.10) and (2.11) is split into two subsystems: 

and 

G1A -lr~o) = -G1A -lh - gi 

Df r~0) = 0 

G 1A - 1 D.r1 = -G1A - 1
r2 

Df b.r1=0. 
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(2.13) 

(2.14) 

(2.15) 

(2 .16) 



Theoretically, b.r1 could be calculated from (2.15) and (2.16), if r 2 is known. The 
following lemma gives the formal relation of ~r1 and r2 . 

Lemma. From (2 .15) and (2.16) , ~r1 can be determined as follows: 

(2.17) 

where C is a (n x n)-dimensional matrix. The elements of C could be evaluated as: 

s1 ~ . 

Cij = Lfo:j ;i, i,j = 1, . .. ,n, 
o:=l 

(2 .18) 

where ~ is the determinant of the matrix B , defined as 

B = [ ;f] , with F = G1A -i (2 .19) 

f o:j are elements of the matrix F 
~o:i is algebraic complement of the system (2.15) and {2.16) . 

Proof. Consider the linear algebraic system of equations (2.15) and (2.16) which is 
written in the form: 

Bx= -B'y (2.20) 

where for the sake of simplicity we denote 

and the matrix B' has the form 

(2.21) 

Applying the Crammel's law to the system yields: 

n n 

~ ( ~ b~jY])~o:i 
o:=l j=l 

Xi = --------
~ 

Since the right side of (2.20) has the special form (2.21) with last rows including 
only zeros , one obtains: 

C 1 . = - ~ ( ~ bo:j ~o:i) . onsequent y, Xi L L ~ Y3 · 

j=l o:=l 
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Denoting the term in the bracket of the last equations as Cij completes the proof 
of the lemma. • 

Above theoretical consideration suggests that we can study at first the situation 
when only one group of constraints affects the system. The equation of motion is 
derived for this configuration. In the second stage, the second group of constraints is 
applied to the system. Formally, the equation of motion, which has the form (2 .1) , 
has unchanged structure. Only the ratio between the terms of r 1 and r 2 appears as 
we have shown above. Roughly speaking, by adding more constraints the reaction 
forcer should be incremented by two terms: 

- the reaction force r 2 of the second group of constraints; 
- the increment of reaction force of the first group that is denoted above as b.r1 . 

Obviously the constraint equations and the equations derived from the condition of 
ideality of the constraints will change their structures. 

The change of constraint ·equations is observed simply. Since 8 2 new constraints 
are added to the system we have more 82 equations. The matrix G, now, has 8 1 +82 

rows, contrary to 8 1 rows in the situation when only 8 1 constraints affect the system. 
Now consider the change of equations, derived from the condition of ideality of 

constraints. In order to derive the successive method we can assume that in the 
second group there is only one new constraint. For the sake of simplicity we denote 
this equation of constraint by the form: 

gq +go =0. (2.22) 

Obviously g is an-dimensional row vector. 
In the first stage when the system has only 8 1 constraints, the criterion of ideality 

yields: 

(2.23) 

where G 1 is of ( 8 1 x n) dimension and D 1 is of ( n x m) dimension where m = n - 8 1 , 

see [2] . 
From the previous discussion it is clear that when the new constraint is appended 

to the system we will have one more constraint equation, i.e . . (2.22), and one less 
equation in the condition of ideality. It means that the matrix G has one more row 
and matrix D has one less row. In this case the relation, similar to (2.23), holds: 

GD=O, (2.24) 

but the matrix G is of ( 8 1 + 1) x n dimension and the matrix D is of n x ( m - 1) 
dimension. Clearly, (2.24) could be written in the following form: 

(2.25) 
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Since the matrices D and/or D 1 are defined as the set of vectors orthogonal to 
the rows of matrices G and/or G1 , from (2.23) and (2.24) we can write: 

(2.26) 

where H is a m x ( m - 1 )-dimensional matrix. If we can construct the matrix H by 
some way, the matrix Dis constructed also easily from (2.26) . That is important for 
us, since D 1 is defined in the situation without constraint (2.22) and D is defined 
with this constraint. 

Replacement D from (2.26) into (2.25) yields: 

[~1 ] D 1 H=0 

or 

and from (2.23) it yields: 

(2.27) 

This equation gives us the instruction for constructing the matrix H: the ( m-1) 
columns of the matrix Hmx(m-l) can be defined as a set of vectors orthogonal to the 
row vector g D 1 . As known the Gram-Schmidt orthogonalization could be applied 
easily for this purpose. -

This conclusion means that from the matrix D 1 , already defined in the previous 
stage and the constraint vector g in the consequent stage, we can define matrix H 
from (2.27) and consequently, from (2.26) the matrix D . Hence, the equation for 
determining reaction force r: 

DTr=O (2.28) 

is obtained. And the total set of equation of motion consisting of (2.1), (2.2) and 
(2.28) is available. 

The described procedure could be repeated for other constraint. So we can 
conclude that equation of motion can be constructed from the "free" system when 
no constraint affects the mechanical system. Then the constraints are added to the 
system successively, one after one. Since the equation of motion for the free system 
in general is not so complicated, the main task is the consecutive construction of 
the matrix D and/ or H in each step. This construction could be done by computer 
for the large system. 

One another advantage of described technique is in the case when the application 
is subjected to the additional constraint. It is not necessary to rebuild all parts of 
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the equation of motion, but only the matrices H and D. It means that only one 
step of the algorithm is done. But the system of equation of motion of the original 
system, i.e. without the additional constraint, can be constructed by any other 
techniques. This combination makes the handling more flexible. 

3. Algorithm 

Now we will show the algorithm for constructing the equations of motion by 
consecutive adding constraints. 

Consider the system with n generalized coordinates and s constraints. In the 
following algorithm these constraints will be added successively to the system under 
consideration. 

Algorithm 1 
1. Construction of equation of motion for free system in the form: 

Aq=h+r 

2. Set ting: 
i = 1, 
m=n, 
Dnxn = Inxn (identity matrix). 

3. Adding the constraint: 

9 i = 0 
to the system of equation of motion. 

4. Calculating the row Jacobian vector J 1 x n of the constraint 9i. 

5. Calculating the row vector: 
{3 =JD. 

6. Calculating the matrix Hmx(m-l) by choosing (m -1) column vectors orthog­
onal to the row vector {3. The dimension of this vector is m and Gram-Schmidt 
orthogonalization could be used. 

7. P utting: 

8. Setting: 

D=DH. 

i = i + 1, 
m= m-1, 

if i :S s back to the step 3, 
otherwise to the step 9. 

9. Adding the equation: 
DTr = 0. 

to the system of equations of motion. • 
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Recall that after running algorithm we get the equation of motion in the form: 

Aq=h+r 
g(q, q, t) = 0 

DTr =0. 

(3.la) 

(3.lb) 

(3.lc) 

In t he above algorithm if the reduced form of equations of motion is required, 
additional multiplying matrices A and h by the matrix HT will yield the required 
equation. 

Really, the reduced form of equation of motion that does not include reaction 
forces is , see [8] : 

(3.2) 

In the next consecutive step when one new constraint is appended, the matrix D is 
changed by multiplying with the matrix H (step 7) , so the equation (3.2) has the 
following form: 

(3.3) 

We can denote: 

and modify the above algorithm in order to get the algorithm for constructing the 
reduced form of equations of motion. It is clear from (3.3) that the coefficient matrix 
C corresponding to the acceleration q will be changed by consecutive multiplying 
with HT at each step. 

Algorithm 2 
1. Construction of matrices A , h for free system. 
2. Setting: 

i = 1, 
D=I, 
C=A, 
f =h. 

3. Adding the constraint 

9i = 0 
to the system of equation of motion. 

4. Calculating the Jacobian row matrix: 
ogi 

J1 x n = oq . 
5. Calculating the row matrix: 
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{3 =JD. 
6. Deriving the matrix Hm x(m-l) by Gram-Schmidt orthogonalization. The 

columns of Hare orthogonal to {3 . 
7. Setting: 

8. Setting 

D=DH 
C=HTC 
f = HTf. 

i = i + 1, 
m · m-1 

If i ~ s back to the step 3 
otherwise stop. • 

After running this algorithm we get the system of equat ions of motion in the 
form: 

Cq=f 
g(q, q, t) = 0. 

(3.4a) 

(3.4b) 

It is possible to write both algorithms 1 and 2 in one common algorithm and obtain 
the matrices D , C , hand fas the output. The equations of motion are constructed 
in the form (3.1) or (3.4) , depending on the requirement defined at the input. Then 
the numerical integration could be provided. 

For the large systems the algorithm could be done on the computer. However, 
in the following example we will see that the manual handling is also possible. 

4. Illustrative example 

Consider a planar case of rolling disc without slipping on the rough surface. The 
radius of the disc is r. The mass and the inertia of the disc is m respectively J . 
Three generalized coordinates are chosen to described the motion of the system: x , 
y and ip, as shown in the figure 1. 

Fig.1 
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At the final stage we will have two constraint conditions (s = 2) for this system 
as follows: 

y- r = 0, 

x + r<p = 0. 

(3.5) 

(3.6) 

In order to demonstrate how above algorithms work we will consider, firstly, the free 
system, when both constraints are released. The system has, hence, 3 degrees of 
freedom. Each of constraint (3.5) and (3.6) when being appended to the system will 
reduce one degree of freedom. Now we will apply the derived algorithm to construct 
the system of equations of motion. 

At first for free system without constraints, the equation of motion with 3 gen­
eralized coordinates is derived very easily. From the expression of the kinetic energy 
T and the vector of generalized force Q, we get: 

mx=O 

my= -mg 

J r{; = 0 

or in the sense of the principle of compatibility 

Therefore one gets: 

m x =rx 

mi)= -mg+ ry 

J rp =rcp 

rx = 0 

ry = 0 

rep = 0. 

Clearly, at this st age n = 3, s = 0, m = 3. 
Consider the next stage when the disc is constrained by the constraint (3.5): we 

have: 

and from (3.5) 

gi = Y - r 
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therefore 

J = [O 1 OJ. 

That follows: 

/3 = [O 1 OJ. 

The process of Gram-Schmidt orthogonalization yields: 

r1 ol 
H3 x2 = lo 0 . 0 1J 

Then 

C = [m 0 OJ 
0 0 J ' [

ol 
f = oJ. 

The equation of motion at this stage when only (3.5) affects the system is in the 
reduced form: 

The full form is as follows: 

mx=O 
J({; = 0 

y- r = 0. 

mx=rx 

my=-mg+ry 

J ({; =r'P 

y-r=O 
rx = 0 

r 'P = 0, 

where rx, ry, r'P are the reaction forces of constraints (3.5) .. Note at this stage n = 3, 
s = 1, m = 2. 

In the next stage when (3.6) also affects the system, one gets 

J = [1 0 r], 

therefore 

P = [1 0 r] [~ ~] = [1 r] 
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and Gram-Schmidt orthogonalization yields 

Then 

D ~ [ ~J , C ~[rm 0 -J] , f ~ [O]. 

The system of equations of motion in the full form, with n = 3, s = 2, m = 1, is as 
follows: 

mx=rx 

my= -mg+ry 

Jcp=rcp 

y-r=O 

x+rcp=O 

rxr-rcp=O. 

Recall that in thi~ system of equation r x, r y and r cp are reaction forces, corresponding 
to both constraintfl (3.5) and (3.6) . They are evaluated in the numerical integration 
process. 

The system of equation of motion can be also written in the following reduced 
form: 

rmx- Jip = 0 

y-r=O 

x +rep= 0. 

In this example we can see the flexibility of our approach. The system of equa-
tions of motion is systematically derived for 3 cases: 

- free system when no constraint affects the system; 
- system with one constraint; 
- system with both constraints. 
In the constrained systems the equations of motion could be written in the full 

form including all reaction forces or in the reduced form where the reaction forces 
are removed. Obviously, with the reduced form the reaction forces can be evaluated 
later, see e.g. [8] 

Recall that the total number of equations of motion is unchanged. In our case 
with n = 3, the number of equations in the full form is 2n = 6, and in the reduced 
form is 3. 
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The obtained system of equation of motion is a mixed system of differnntial­
algebraic equation. We can solve it by using numerical methods. The discussion 
of solving of the system of differential algebraic equations is out of scope of this 
article, but in general we can use some of implicit Runge-Kutta methods or Gear 's 
algorithms for stiff system, see e.g. [5], [8], [13], [14] etc. For this purpose the 
software DAESOL is developed at the Department of Applied Mechanics of the 
Hanoi University of Technology. The package is easy-to-use with possibility to have 
the interface with other worldwide softwares. 

5. Conclusion 

In the article we have discussed and developed one new computer method for 
constructing the equation of motion of constrained mechanical systems. The con­
straints are appended successively to the system, therefore the equation of motion 
of each stage is constructed. Using this algorithm we can investigate the constraints 
and the mechanical system more in detail. The technique is convenient for computer 
generation but for simple cases the equation can be written by hand too. 

Note that it is possible to combine our technique with other methods for con­
structing equation of motion. It means that in the step 1 of both above algorithms 
any methods could be used and the obtained form of equations of motion can serve 
as the free system. 

This publication is completed with financial support from the National Basic 
Research Program in Natural Sciences. 

REFERENCES 

1. de Jalon G. J ., Bayo E. Kinematic and dynamic simulation of multibody systems: 
The real-time challenge. Springer, NewYork/Berlin 1996. 

2. Dinh Van Phong. Principle of compatibility and criteria of ideality in study of 
constrained mechanical systems. Strojnicky casopis (Journal of Czech and Slovak 
mechanical engineering) , 47, 1996, N.1, pp. 2-11 , Bratislava. 

3. Dinh Van Phong. An algorithm for calculating reaction forces in constrained 
mechanical systems. Inzenyrska mechanika (Engineering Mechanics), 5, 1998, 
N.4, Prague, pp. 291-297. 

4. Do Sanh. On the motion of constrained mechanical systems. The thesis· of doctor 
of science, Hanoi University of Technology, Hanoi, 1984. 

5. Do Sanh, Dinh Van Phong. The principle of compatibility and computational 
mechanics. Proceedings of the NCST of Vietnam, Vol. 7, N. 1, pp. 3-8, 1995. 

6. Kane T. R., Levison D. A. Dynamics: theory and application. McGraw Hill, 
1985. 

113 



7. Haug E. J. Intermediate Dynamics. Prentice Hall, Englewood Cliffs, 1992. 

8. Nguyen Nhat Le, Dinh Van Phong, Do Sanh. On numerical methods for con­
strained mechanical systems. Proceedings of the IUTAM Symposium on recent 
development in non-linear oscillation of mechanical system. Kluwer Academic 
Publisher , Dodrecht/Boston/London, 1999. pp. 207-216. 

9. Nikravesh P. E. Computer-Aided analysis of mechanical system. Prentice-Hall, 
Englewood Cliffs, 1988. 

10. Schiehlen W. Multibody system dynamics: Roots and perspectives. Multibody 
system dynamics 1: 149-188, Kluwer Academic Publishers, 1997. 

11. Shabana A. A. Computational Dynamics. John Willey & sons, NewYork, 2001. 

12. Soellner E. E. , Fuhrer C. Numerical methods in multibody dynamics. Teubner 
Stuttgart, 1998. 

13. Stejskal V., Valasek M. Kinematics and dynamics of machinery. Marcel Dekker, 
New York1 1996. 

Received November 5, 2001 

THUA.T GIAr HOI QUY CHO vr¢c xAY DlJNG PHUONG TRINH CHUYEN DQNG 
' , ,... ..... ,,., 

CUA CAC HJ? CO HQC CHlU LIEN KET 

Bai bao trlnh bay phmmg phap xay d\fng phmmg trlnh chuyen d9ng cho cac ca 
h~ ch!u lien ket. Cac lien ket di.rqc xet den m9t each lan luqt va di.rqc dua them 
vao h~ da dll'<;YC xay dvng trli'OC d6. V6i each nay thu~t gia.i se rat mem deo va cho 
phep khao sat tung lien ket m()t each chi tiet . M9t vf dl,l dan gih dll'Q'C phan tfch 
ky lucmg de minh hQa cho tung bu&c cua thu~t gifil . 
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