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Abstract. The partial derivatives of scalar functions and vector functions with respect
to a vector variable are defined and used in dynamics of multibody systems. However
the partial derivative of matrix functions with respect to a vector variable is also still
limited. In this paper firstly the definitions of partial derivatives of scalar functions,
vector functions and matrix functions with respect to a vector variable are represented
systematically. After an overview of the matrix calculus related to Kronecker products
is presented. Two theorems which specify the relationship between the time derivative of
a matrix and its partial derivative with respect to a vector, and the partial derivative of
product of two matrices with respect to a vector, are then proved.

1. INTRODUCTION

The partial derivatives with respect to a vector variable of scalar functions, vector
functions and matrix functions have many practical applications in dynamics and control
of mechanical systems [1-10]. The partial derivatives with respect to a vector variable
of scalar functions and vector functions are defined and used in dynamics of multibody
systems [1- 5] also in robot dynamics [6-10]. However, the investigation of the partial
derivative of matrix functions with respect to a vector variable is still limited [6].

The purpose of this paper is to review the definitions of partial derivatives of scalar
function and vector function with respect to a vector variable. Based on these definitions,
the concept of partial derivative of matrix function with respect to a vector variable is
defined in Sec. 2. The matrix product and the Kronecker product are reviewed in Sec. 3.
The proofs of two theorems which specify the relationship between the time derivative of
a matrix and its partial derivative with respect to a vector, and the partial derivative of
product of two matrices with respect to a vector, are represented in Secs. 4 and 5.

2. PARTIAL DERIVATIVES OF A SCALAR, A VECTOR AND A
MATRIX WITH RESPECT TO A VECTOR

2.1. Partial derivatives of scalar with respect to a vector

In the paper, vectors are represented in column forms. For example, a vector x&€ R"
is an n-dimensional column vector
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B
X = iﬂz , x €R" (1)

and its row form is represented by x”, where ()7 indicates the transpose of vector or
matrix (%)

xT =[xy @0 ... ) . (2)

Let a scalar a(x) be a function of vector x. Namely,
a = O[(X) = OZ(ZL'l, L2y weey xn) (3)
Definition 1. Partial derivative of a scalar a/(x)with respect to vector x is defined by [1-4]
O 1 Ja  Oa O
- =00 = | a5 | - (4)
ox ox Ox1’ Oxo oz,
2.2. Partial derivatives of a vector with respect to a vector

Let vector a = a(x) € R™ be a function of vector x€ R™. Namely,

a1 (x) 1
I e I 0
A (X) Tn

Definition 2. Partial derivative of vector a(x) with respect to a vector x is defined by
[1-4]

[ O 1 [ Om da - Da ]
X Or1 Oxo Oxy,
a ﬂ aag aag aag
a 5 -2 = 22
I e ©
éam 0a,, Oap da,
L ox 1 L Oz Oz Oxy
0 oxT . S
Ezample 1. Calculate < and I where vector x€ R". Using the definition (6) we get
ox oxT _ [0z1 O oz,

o= ox _ |97 02 OTn| T
ox " ox | oxToxTT ox = [ef €5, )

where I,, is the n x n identity matrix, and
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2.3. Partial derivatives of a matrix with respect to a vector

Let matrix A = A(x) € R™*? be a function of vector x€ R", a;; = a;j(x). Namely,

ailr a2 ... QAlp |V Tl “
Z2
a a e @
A— 21 @22 » | x=
Gml Gm2 -~ Amp Tn, J

Definition 3. Partial derivative of matrix A (x) with respect to a vector x is defined by

[ Oay;  Oaiz darp 7
OA [ da; Oay oa, | _ aaa);l 8%)2(2 8%)2(1”
ox | ax ox x| | ox x| %
Oam1  Otma Oamyp
L Ox ox  ox
[ 8@11 8@11 6@12 6@12 aalp aalp ]
9z o oz, o R T
a1 8a21 aagg aagg aagp aagp
=| 0z Oz, Ox1 " Ox,  Ox1 Oxy, . (8)
Oam1 Oami Oama Oams Otmp Oty
| O 0w, o, 0z, 0w om, |

0A
In Eq. (8) matrix —— is a m X pn matrix.
X

Note that the partial derivative of scalar function «(x) with respect to a vector
variable x in Eq. (4) is a row matrix that is rarely used in the text. The common form
used is column matrix. Note also that, according to Eq. (6) the partial derivative of vector
function a(x) with respect to a vector x , whose elements are scalar functions of the vector
variable x, is a matrix. Thus, the partial derivative of vector function a(x) with respect
to vector x is the column vector, whose elements are partial derivatives of scalar elements
a;(x) of the vector a(x) with respect to vector x. Based on the above definitions, the
partial derivative of a matrix function A(x) with respect to a vector x is defined by Eq.
(8). This is a matrix, whose elements are partial derivatives of scalar elements a;;(x) of
the matrix A (x) with respect to a vector x. If A(x)is a m X p matrix and x is a n-vector,

then = is a m X pn two-dimensional matrix.
X

However, according to the definition in Ref. [6] the partial derivative of matrix
function A (x) with respect to a vector x is a three-dimensional matrix. In viewpoint of
the matrix calculus, the equation (2.15) in page 20 of this book is not correct.
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3. AN OVERVIEW OF THE MATRIX PRODUCT AND THE
KRONECKER PRODUCT OF TWO MATRICES

Let us review some basic concepts from matrix calculus that will enable us to better
understand the proof of the following theorems which are useful to establish dynamical
equations of mechanical systems.

3.1. Matrix product of two matrices

Let A be a m X p matrix and let B be a p X s matrix, which are written in the
following form

ajl a2 - Qip b11 b12 bls
a a e @ b b .. b

A — 21 22 2p . B= 21 b22 2s | (9)
Aml  Am2 - Gy bptr bp2 ... bps

where elements of matrices A and B are functions of vector x.
Definition 4. Matrix product of two matrices A(x) € R™*P and B(x) € RP*® is matrix
C(x) € R™** defined by [11]

C11 C12 ... Cis p
C21 C29 ... Cog
C=AB= s Cij = E aikbkj. (10)
k=1
Cml Cm2 ... Cms

Remark. By matrix multiplication, the number of columns in matrix A must be equal to
the number of rows in matrix B. If A is a m X p matrix and B is a p X s matrix, then C
is a m X s matrix.

3.2. Kronecker product of two matrices

Definition 5. Kronecker product of two matrices A (x)€ R™*P and B(x) € R?7*®, denoted
by A ® B, is a mq x ps matrix as [10, 12]

a11B algB ces alpB
A ® B _ ang aggB e ang ) (11)
amlB (LmQB N (ImpB

Ezample 2. we obtain the following expression for matrix A € R™*™ and vector b

’V a11b algb e alnb —|
A ® b= a21b aggb e agnb
apb  apgb - ap,b

It follows that
b 0 ... 0
0 b ... 0

L, ®@b= )
B
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If b € RP, then I, ® b is a np x n matrix. Using the definition in Eq. (11), it can
be verified that
b1,
b2In
beI, =
b1,
That is a np X n matrix. However I, @ b # b® 1,.

4. RELATIONSHIPS BETWEEN THE TIME DERIVATIVE OF MATRIX
AND ITS PARTIAL DERIVATIVE WITH RESPECT TO A VECTOR

Theorem 1. When matrix A (x)€ R™*? is a function of vector x€ R™, and x is a function
of the time, we have the following rule
dA(x) 0A(x)
dt  0x
Proof. The time derivative of a matrix A is given by

(I, ® %) (12)

dA(X) B i dll(X) dlp(X)
A (X)) o amp(x)
[ Oay . dayy . dayp . dayp
o1 xr1 o+ oz, Tn o, xr1+ ...+ oz, n
B (13)
Oam . Ot . aamp . aamp
L Oz TL et 0z, n 0z TL oz, "

The partial derivative of the matrix A with respect to vector x can be calculated
as follows

i 8@11 6@12 aalp ]
0x ox  0x
0A Oaz1  Oago o Jazyp
ox ox ox ox
Oam1i Oams Oamyp
R ox
[ dan - Oan day» dara dai, dai, |
0x1 Oy dr,  Oxn, or, O,
dagy  ~ Odan Jazz Oasa Jazp Dagy
_ | Bn oz, . Bm . o " B
Oam1 o Oam1 Otma o Otma aamp aamp
| Oz Oy, 0z ox, or, Oz,

C(14)
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Using the definition of Kronecker product of two matrices, it can be verified that

{ . .3} |
0 0 - %

Using Eq. (14) and Eq. (15), one yields

0 0 0 0
Ol 4t 2, gy 4 TG
0A(x) ) Oz Oz, 0z oy,
A0 1, 55 = (16)
X aamli I aamli aampi I aampi
ory YT 9x, ™ or, LT oz, "

Comparing Eq. (13) with Eq. (16) yields the rule expressed by Eq. (12).

5. PARTIAL DERIVATIVE OF THE PRODUCT OF TWO MATRICES
WITH RESPECT TO A VECTOR

Let the matrices A € R™*P and B € RP*# be functions of a vector x € R". Namely,
’V air a2 ... Qip —| ’V b11 b1 ... bis —| 1
Z2
A — az1 azz ... Qazp ., B= bar baa ... bas , X= ) . (17)
{ Aml  Am2 - Gy J bpr bp2 ... bps T,
5.1. Theorem on partial derivative of product of two matrices with respect to

a vector

a) Lemma. Partial derivative product of two scalar functions v(x) = «a(x)(x) with respect
to vector x of is defined by the following rule

0 ~ OJa(x) 0p(x)
o (2(X)B(x) = — = B(x) + a(x) =

Proof. By using the definition of the partial derivative of the scalar function with respect
to a vector, we obtain

(18)

o [ on o)
ox | 0x1” Oxo” 7 Dy
[ O 0B O« o3 o o3
[ O Oax Oa o3 o3 o3
= _a—xlﬁ’ a—xzﬁ, e a—xn ] + [aa—xl, aa—xz,..., aa—xn]
_da(x) 25(x)

2 8(x) + a(x) 5 .
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b) Theorem 2. Partial derivative of the product of two matrices A (x)B(x) with respect to
a vector x is defined by the following rule
3} ~ 0A(x) 0B

5 AB(x) = — = (B(x) © L) + A~ (19)

where I, is the n x n identity matrix.
Proof. From the definition of the product of two matrices (10) we have

[ ci1oclz ... Cig )
CHx) = AGBE) = | ™0 ™ 0 e =D auby. (20)
\‘ Cml Cm2 ... Cms J k=1

Using Eq. (8) and the lemma according to Eq.(18) we obtain

dcyi Ociz ey
9(AB) _oC | O9x ox o 0x
Ox Ox ale aCm2 o aCms
ox ox ox
PO P9
’V Z ;;kbkla ) Z ;;kbks —|
a(AB) B k=1 k=1
ox P
Z aamk bkl ; ; aamk bks
=1 0 =1 0 (1)
p ob Oby
{ > aufa—il, ;Y Al ai }
k=1 k=1
+ e e — Kl + K2
v oy v Oby ‘
Umk—F__ > s Am
{ kz—:l “ox kz::1 o

where symbols K; and K; denote the first term and the second term in the right-hand
side of Eq. (21)

8@11 6@12 aalp 8@11 6@12 8 Q1p
N  PAL R e
K, = e T . (22)
Oam1 Oama aamp Oam1 Oama Oamyp
021 b+ e ba1 + - 8:131 bp1 D2y bt Dy bo1+---+ Og bp1
Note that
[ biil, biol, ... b, ]
Bol, — bo1l, baol, ... bal,

{bpll bl ... bpSInJ
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by 0 ... 0 bia 0 ... 0 oo by 0 ... 0 ]
0 b1 0 0 bia 0 0 by 0
0 0 b11 0 0 b12 0 0 bls
B®I, = (23)
bpy O 0 by 0 0 bps 0 0
0 by 0 0 by 0 0 by 0
0 0 by 0 0 bps 0 0 bps |
i 8@11 6@12 o aalp ]
ox ox ox
aA 8a21 aagg o aagp
ox ox ox ox
Oam1  Oama L aamp
L Ox ox ox
[ OJayy  dan daiz  Oaxp daip day, | (24)
0z Oy, 0z ox, or, Oz,
J— 8a21 o 8a21 aagg o aagg o aagp aagp
- 0x1 Oxy, 0x1 Oxy, 0x1 Oxy,
Oam1 . Oam1 Oama . Oama o Oamyp Oamyp
| Oz Oxy, 0x1 Oxy, 0x1 Oxy,
Using Eqs. (23) and (24), one yields
OA
a—X(B ®1,)
8@11 6@12 Oalp 8@11 6@12 aalp
b b b v - o T B P
By 11+ B 21 + + D2, pl Bz, 1s T i 2s + + 9z, P
_ . . . (25)
Oam1 Oama da, Oam1 Oama da
9m1y 4 O0m2y Py . by SOmey
9z, 1 + 01 bor + -+ 021 bp1 oz, bis + Oz, bos + -+ -+ o, by
Combining Eq. (22) with Eq. (25) we obtain
OA
K, = E(B ®1,). (26)
Similarly, we get the matrix Ko
8b11 8b21 abpl abls abgs abps
K {an x +a128x —|—-~—|—a1pax R S +a126x +"'+a1pax
9= o .. o
db1, Ay Aby b1 Obas by J
{“ml gx My T Amegs G am Ty T e
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Oby Oby Ob, a
ayy,—(— Aair7_— - Aly g 1r

e e N R TS
mr o Amy Ox Amyr Ox Amy

blj
bo.:
airz[ail Az ... aip], bj: ?j .

Eq. (27) can be rewritten in the following form

0B
Ky = A%—. (28)
Substituting Eqs. (26) and (28) into Eq. (21) we obtain the same rule as shown in
Eq. (19)
J(AB) 0A 0B

o &(B ®1,) +A£. (29)

5.2. Consequences

From the theorem on partial derivative of the product of two matrices A (x)B(x)
with to vector, Eq. (19), the following important consequences can be found:
a) Consequence 1. Let matrix A € R™*P and vector b € RP be functions of the vectorx €
R™, we have

) _9A(X) ob
G AbX) = =(beL) + Az . (30)

b) Consequence 2. Let vector b € RP and scalar a(x) be functions of vector x € R", it is
follows from the rule (19)

0 b Ja

a—x(b(x)a(x)) = &(O&@In) —I—b&. (31)

c¢) Consequence 3. Let scalar a(x) and scalar §(x) be two functions of vector x € R", we
obtain

0 0 0
9 (a(x)8(x) = 22(B 8 1) +al. (32)
ox ox ox
Remark. From the expression
K
foJe Jda  Oa foJe o B ... 0
- L)=| — — ... —
0o 0 ... 8
da O O Oa
‘[ o Pom ﬁa—%]_ﬁ&’
it follows
0 op Ja

a—x(a(x)ﬁ(x)) =az_t+h5. (33)
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d) Consequence 4. Let vector a € R™ and vector b € R™ be two vector functions of vector
x € R", we obtain

d(a’b)  oa” 70b
d(a’b

Note that the matrix

X
Ezample 3. Let us be a quadratic function of the component of vector x € R™ such that

Q(x) =xTAx = xTb(x)

is a row matrix.

where A € R™*" is a symmetric matrix with constant elements. Show that

ac;(x) = ai(xTAx) = 2xTA.
b X
From the rule (29) follows that
&(x Ax) —a—x(x b) = g(b(@:[n)—l— X 5
b1,
T T 1| boln 70
= . —(A
[elve27 aen] + X aX( X)
b1,

0A ox
T T T T

=[b1,b2,...,bn) + xTAL, =b? + xTA = (Ax)T +xTA = 2xTA.

6. CONCLUSIONS

The partial derivatives of scalar functions, vector functions and matrix functions
with respect to a vector variable have an important role in computer aided kinematics and
dynamics of mechanical systems. The partial derivatives of scalar functions and vector
functions with respect to a vector variable are defined and used in dynamics of multibody
systems. Eq. (8) is a generalization of the definitions of partial derivatives with respect to
a vector variable of scalar function and vector function to matrix function. The theorems
of the relationship between the time derivative of a matrix and its partial derivative with
respect to a vector and the partial derivative of product of two matrices with respect to a
vector according to Egs. (12) and (19) are simple and very convenient to use.

The theoretical results investigated in this paper can also be applied to develop a
new matrix form of Lagrangian equations and to derive the balancing conditions of spatial
mechanisms that will be presented in other works.
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DAO HAM RIENG THEO BIEN VEC TO CUA HAM MA TRAN

Dao ham riéng theo bién véc to ciia ham vo hudng va ham véc to dO duge dinh
nghia va dudgce sit dung nhiéu trong dong liyc hoc hé nhiéu vat. Tuy nhién dao ham riéng
theo bién véc to clia ham ma tran con it dudc nghién citu. Trong bai bao nay, trudc hét
ching toi trinh bay cac dinh nghia dao ham riéng theo bién véc to clia ham vo hudng,
ham véc to va ham ma tran mot cach hé thong. Sau do gidi thiéu tém tat phép nhan hai
ma tran va phép nhan Kronecker hai ma tran. Cudi cting chitng minh dinh 1y vé quan hé
gitta dao ham theo thdi gian vi dao ham réng theo bién véc to clia ham ma tran va dinh
Iy vé dao ham riéng theo bién véc to ctia tich hai ma tran.



