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Abstract. This paper presents a novel formulation for the computational homogenization
analysis of materials at the limit state. The polynomial interpolations are employed to im-
pose the periodic boundary conditions for the fluctuating term of the displacement field
when using arbitrary finite element meshes. Second-order cone programming provides an
efficient solution to solve the resulting optimization problems, and accurate load multipli-
ers can be obtained with the minimum computational cost. Several asymmetrical material
models are investigated to perform the efficiency of the proposed method. The collapse
mechanisms of the representative volume elements are also presented.

Keywords: homogenization analysis, periodic, polynomial interpolation, limit analysis,
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1. INTRODUCTION

The computational homogenization analysis is an effective method for estimating
the effective properties of heterogeneous materials, particularly for non-linear structural
behaviors [1–4]. The basic idea of such an approach is to couple two computational
models, including a macro-scale and a micro-scale. The macroscopic properties are de-
termined by solving an auxiliary boundary value problem defined on a representative
volume element (RVE).

In computational homogenization analysis, the accuracy in predicting macroscopic
behaviors is strongly affected by how the RVE boundary conditions are treated. Among
classical boundary conditions satisfying macro-homogeneity: Dirichlet, Neumann, and
Periodic, many studies demonstrated that the periodic boundary condition is the most
efficient [5, 6]. The periodicity constraints require the conformity of nodal distribution
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on opposite boundaries of RVE, meaning that nodes on the positive and negative sides
must match in pairs. Generally, it is difficult to guarantee that requirement, particularly
for complicated RVE models. In the last two decades, several efforts to maintain the pe-
riodicity of non-periodic meshes have been proposed. Tyrus et al. [7] introduced an ap-
proach utilizing the cubic and linear interpolants to model the displacement fields at the
matrix and fiber edges on the boundary, respectively. Yuan and Fish [8] used an interest-
ing approach, the so-called master-slave, to enforce the periodic boundary condition. A
polynomial interpolation method involving Lagrange and Cubic spline formulation was
suggested in [9]. More recently, Wang et al. [10] presented a strategy based on the radial
point interpolation method imposing periodic boundary conditions over non-periodic
meshes.

This work aims to predict the ultimate effective properties of heterogeneous mate-
rials using the kinematic yield design homogenization approach developed in [11–14].
The fluctuating part of the displacement field is approximated using the finite element
method. The polynomial interpolating technique reported in [9] is employed to imple-
ment the periodic boundary conditions over non-symmetrical finite element meshes. The
formulation of plastic dissipation power is transformed into a sum of Euclidean norms,
allowing the primal-dual interior point algorithm to solve the resulting optimization
problems.

2. KINEMATIC LIMIT ANALYSIS BASED ON COMPUTATIONAL
HOMOGENIZATION

In homogenization analysis, the effective properties of a heterogeneous material can
be estimated by solving the problem formulated at the microscopic level. Any material
point x of a body is assigned as a representative volume element (RVE) with appropriate
boundary conditions. Consider a rigid-perfectly plastic RVE with the boundary Ω, kine-
matic boundary Γu, and subjected to macroscopic pressure λΣ. The microscopic fields are
decomposed into two parts, including an averaged term and a periodic term, as follows

u = E.x + ũ, (1)

ε = E + ε̃, (2)

σ = Σ + σ̃, (3)

where ũ, ε̃, σ̃ denote the fluctuating parts of the displacement field u, strain ε, and stress σ

at the microscopic scale. The overall strain and stress are linked to microscopic quantities
via the average relation

E ≡ ⟨ε⟩ = 1
Ω

∫
Ω

εdΩ, (4)

Σ ≡ ⟨σ⟩ = 1
Ω

∫
Ω

σdΩ. (5)
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In the framework of yield design homogenization approach, the kinematic theorem
can be expressed as

λ+ΣTE ≤
∫

Ω
D (ε)dΩ, (6)

where the plastic dissipation power can be calculated by

D (ε) =
∫

Ω

√
εTΘεdΩ =

∫
Ω

√
(E + ε̃)T

Θ (E + ε̃)dΩ. (7)

Using the von Mises yield criterion, Θ can be determined as follows

Θ = σp

 1 −1/2 0
−1/2 1 0

0 0 3

−1

, (8)

where σp is the plastic stress of material.
The explicit formulation of the kinematic yield design homogenization approach can

be now expressed as follows

λ+ = min
∫

Ω

√
(E + ε̃)T

Θ (E + ε̃)dΩ, (9a)

s.t.
{

ΣTE = 1, in Ω
ũ, periodic on Γu

(9b)

3. IMPOSING PERIODIC BOUNDARY CONDITION FOR RVE WITH
NON-PERIODIC MESHES

Enforcing the periodic boundary condition (PBC) plays a crucial role in computa-
tional homogenization analysis. It guarantees the continuity between neighboring RVEs
and ensures the periodicity of mechanical fields. The boundary of RVE is divided into
associated parts on opposite edges, then the periodic condition for every pair of points
(x+, x−) on the positive and negative boundary (Γ+, Γ−) is imposed as follows

ũ
(
x+

)
= ũ

(
x−

)
. (10)

In numerical implementation, the condition in Eq. (10) requires an adequate mir-
rored discretization on opposite RVE boundaries. That is not always satisfied for arbi-
trary meshes, however. The topological difference between the opposite faces may make
this enforcement impossible. This study suggests a treatment for this difficulty. The idea
here is that a set of artificial nodes, which are periodic in pairs, are created on the edges
of the RVE, and the displacement field on each edge is interpolated using the Lagrange
formulation or the cubic spline formulation, as shown in Fig. 1. This allows the PBC for
general mesh design to be imposed efficiently.



Limit state analysis of asymmetrical microstructures based on yield design computational homogenization approach 529

Limit state analysis of asymmetrical microstructures based on yield design computational 

homogenization approach 

3 

periodicity of mechanical fields. The boundary of RVE is divided into associated parts on opposite 

edges, then the periodic condition for every pair of points ( ,+ −
x x ) on the positive and negative 

boundary ( ,  + −  ) is imposed as follows 

( ) ( )+ −=u x u x  (9) 

In numerical implementation, the condition in equation (9) requires an adequate mirrored 

discretization on opposite RVE boundaries. That is not always satisfied for arbitrary meshes, however. 

The topological difference between the opposite faces may make this enforcement impossible. This 

study suggests a treatment for this difficulty. The idea here is that a set of artificial nodes, which are 

periodic in pairs, are created on the edges of the RVE, and the displacement field on each edge is 

interpolated using the Lagrange formulation or the cubic spline formulation, as shown in Figure 1. 

This allows the PBC for general mesh design to be imposed efficiently. 

  

(a) Periodic boundary condition (b) Polynomial interpolation 

Figure 1. Enforcement of periodic boundary condition using polynomial interpolation. 

2.1. Lagrange formulation 

The displacement of nodes on an edge can be approximated using the polynomial S  of order s  

as follows 

( ) ( ) ( )
0

s
h

i i

i

u x x L x u
=

= =S  (10) 

where 
iu  denote the displacement of sampling point 

ix , ( )iL x  is the Lagrange polynomial which is 

given by 

( )
0,

s
j

i

j j i i j

x x
L x

x x= 

−
=

−
  (11) 

Noting that the function ( )iL x  satisfy Kronecker delta property and the norm  

( )
0

1
s

i

i

L x
=

=  (12) 

2.2. Cubic spline formulation 

(a) Periodic boundary condition
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3.1. Lagrange formulation

The displacement of nodes on an edge can be approximated using the polynomial S
of order s as follows

ũh (x) = S (x) =
s

∑
i=0

Li (x) ⌢ui, (11)

where ⌢ui denote the displacement of sampling point xi, Li (x) is the Lagrange polynomial
which is given by

Li (x) =
s

∏
j=0,j ̸=i

x − xj

xi − xj
. (12)

Noting that the function Li (x) satisfy Kronecker delta property and the norm

s

∑
i=0

Li (x) = 1. (13)

3.2. Cubic spline formulation

An edge is divided into s segments for this formulation, resulting in s + 1 sampling
points. In each segment, the displacement field can be interpolated using the Hermite
polynomial as follows

ũh (x) = H1 (ζ)
⌢ui + H2 (ζ)

⌢

θ i + H3 (ζ)
⌢uj + H4 (ζ)

⌢

θ j, (14)
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where ⌢ui,
⌢uj are displacements, and

⌢

θ i,
⌢

θ j are slopes of the sampling points at two ends of
the segment, the functions H1 (ζ) , H2 (ζ) , H3 (ζ) , H4 (ζ) are given by

H1 (ζ) = 1 − 3ζ2 + 2ζ3, (15a)

H2 (ζ) = δs
(
ζ − 2ζ2 + ζ3) , (15b)

H3 (ζ) = 3ζ2 − 2ζ3, (15c)

H4 (ζ) = δs
(
−ζ2 + ζ3) , (15d)

where ς (x) =
x − xi

δs
, δs = xj − xi is the segment length.

It is worth noting that the artificial nodes may coincide with the natural boundary
nodes. The number of additional variables per each artificial node is 2 when using La-
grange interpolation, whereas those variables using cubic spline interpolation are 4. The
shape function of Lagrange formulation and cubic spline formulation with the third-
degree polynomial are illustrated in Fig. 2.

Ho et al. 4 
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s

x x
x
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( ) ( ) ( ) 1 1

1 2

1 1 2 2

N M
h

i i j j

i j

u N u N u
= =

    
= + =   

    
 

N G d
x x x = Nd

G N d
 (15) 
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4. NUMERICAL IMPLEMENTATION

In the framework of finite element implementation, the problem domain is discretized
to Ne triangle elements Ω1 ∪ Ω2 ∪ . . . ΩNe ≈ Ω such that Ω1 ∩ Ω2 ∩ . . . ΩNe = ∅. The dis-
placement field is approximated as

uh (x) =
N

∑
i=1

N1i (x) ũi +
M

∑
j=1

N2j (x) ⌢uj =

[
N1 G1
G2 N2

]{
d̃
⌢

d

}
= Nd, (16)
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where N1 and N2 are the usual linear shape function, G1 and G2 are the zero matrices
associated to the additive periodic variables, the fluctuation displacement vector d̃ and

the independent displacement vector
⌢

d are given by

d̃T =
[
ũ1x, ũ1y, ũ2x, ũ2y, . . . , ũNx, ũNy

]
, (17a)

⌢

dT =
[
⌢u1x, ⌢u1y, ⌢u2x, ⌢u2y, . . . , ⌢uMx, ⌢uMy

]
, for Lagrange interpolation (17b)

⌢

dT =
[
⌢u1x,

⌢

θ 1x, ⌢u1y,
⌢

θ 1x, ⌢u2x,
⌢

θ 2x, ⌢u2y,
⌢

θ 2x, . . . , ⌢uMx,
⌢

θ Mx, ⌢uMy,
⌢

θ Mx

]
, for cubic spline interpolation

(17c)

where N is number of discretized nodes, and M is number of periodic artificial nodes.
The strain field can be calculated by

ε̃h (x) =
[

B1 G1
G2 G3

]{
d̃
⌢

d

}
= Bd, (18)

where B1 denotes strain-displacement matrix consisting of the shape function deriva-
tives, G1, G2 and G3 are the null matrices.

The plastic dissipation power of RVE can be rewritten as

D (ε) =
Ng

∑
i=1

ξiσp

√
(E + Bd)T

Θ (E + Bd), (19)

where Ng and ξ are the number of Gaussian points and their integral weights over Ω.
Introducing the additional variable vector χ = [χ1, χ2, χ3]

T associated with every
Gaussian point in Ω such that

χ = J (E + Bid) , (20)
where J is the Cholesky factor of Θ, the plastic dissipation power can be computed in the
form containing a sum of norms as

D (ε) =
Ng

∑
i=1

ξiσp ∥χi∥ , (21)

where ∥.∥ denotes the Euclidean norm.
The periodic condition for every pair of artificial nodes

(
x+, x−

)
can be expressed as

⌢u
(
x+

)
− ⌢u

(
x−

)
= 0 (22)

The displacements of natural nodes on the boundary ũh
BC are interpolated pass through

those of periodic artificial nodes as

ũh
BC (x) =

M

∑
j=1

⌢

N j (x) ⌢uj, (23)

which can be then expressed in the matrix form as

N∗
1 d̃ −

⌢

N
⌢

d = 0, (24)
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where N∗
1 is the extraction of N1 for the boundary nodes,

⌢

N is the interpolating shape
function obtained using the Lagrange or cubic spline formulations.

Assembling to the global system, Eqs. (22) and (24) can be combined and rewritten as

Cd = 0. (25)

By introducing the auxiliary variables t =
[
t1, t2, . . . , tNg

]
, the kinematic yield de-

sign homogenization for a periodic structure can be cast in the form of a standard conic
programming problem as

λ+ = min
Ng

∑
i=1

ξiΩiti, (26a)

s.t.

 ΣTE = 1
Cd = 0
∥χi∥ ≤ ti, i = 1, 2, . . . , Ng

(26b)

The numerical implementation of the optimization problem (26) is performed in
MATLAB and efficiently solved using the primal-dual interior point algorithm integrated
into the MOSEK solver. It is worth noting that the solutions obtained from the problem
(26) are not guaranteed the strict upper bound property. The reasons are that the con-
straints are only satisfied at the Gaussian points, and the periodic boundary conditions
are indirectly enforced by interpolating the fluctuation displacements of nodes on the
boundary passing through those of the artificial periodic points.

5. NUMERICAL RESULTS

Several problems are investigated in this section to perform the computational ef-
ficiency of the proposed method. The square RVE of dimension L × L = 1 × 1 (mm)
are used, and the materials are assumed to be isotropic and obey the von Mises yield
criterion for all examples.

5.1. RVE with a circular perforate at the center

This example considers a material model with a circular perforate at the center and
subjected to an orthotropic macroscopic loading (Σ11, Σ22), as shown in Fig. 3(a). The
angle between the macroscopic pressure Σ11 and the x-axis is θ. The matrix material
is Aluminum (Al) with yield stress σp = 137 MPa. This benchmark problem has been
investigated in the works of Li et al. [12] and Le et al. [13] using finite element method,
and Ho et al. [14] using the iRBF mesh-free method.

In this study, three different boundary enforcement strategies are employed to exam-
ine the performance of the proposed method. These are the standard periodic boundary
scheme, Lagrange interpolating formulation, and cubic spline interpolating formulation.
Figs. 3(b) and 3(c) illustrate the symmetrical and asymmetrical meshes for such tech-
niques, where (nL, nR, nB, nT) are the number of nodes on the left, right, bottom, and top
edges of the RVE, respectively. For the asymmetrical boundary, each RVE edge is divided



Limit state analysis of asymmetrical microstructures based on yield design computational homogenization approach 533Limit state analysis of asymmetrical microstructures based on yield design computational 

homogenization approach 

7 

 
  

(a) Geometry, boundary, and 

loading 

(b) Symmetrical mesh 

23L R B Tn n n n= = = =  

(c) Asymmetrical mesh 

   ,  ,  ,  23, 27, 21, 35L R B Tn n n n =  

Figure 3. RVE with a circular perforate at the center. 

In this study, three different boundary enforcement strategies are employed to examine the 

performance of the proposed method. These are the standard periodic boundary scheme, Lagrange 

interpolating formulation, and cubic spline interpolating formulation. Figures 3-b and 3-c illustrate the 

symmetrical and asymmetrical meshes for such techniques, where ( ),  ,  ,  L R B Tn n n n  are the number of 

nodes on the left, right, bottom, and top edges of the RVE, respectively. For the asymmetrical 

boundary, each RVE edge is divided into 20 segments, resulting in a 20th-order polynomial for the 

Lagrange interpolation. In contrast, a piecewise cubic Hermite polynomial associated with each sub-

interval is generated for the spline interpolation scheme. 

 

Table 1. Circular perforated RVE: uniaxial strength ( )11 p  with different periodic boundary 

enforcement strategies. 

Approach eN  
varN  

 +
 

0o =  45o =  

Standard periodic boundary 5960 30195 0.5586 0.4806 

Lagrange interpolation boundary 5916 30127 0.5622 0.4823 

Cubic spline interpolation boundary 5916 30287 0.5589 0.4812 

 

Standard periodic boundary 

(symmetrical mesh) 

Lagrange interpolation 

(asymmetrical mesh) 

Cubic spline interpolation 

(asymmetrical mesh) 

   

(a) Geometry, boundary, and
loading

Limit state analysis of asymmetrical microstructures based on yield design computational 

homogenization approach 

7 

 
  

(a) Geometry, boundary, and 

loading 

(b) Symmetrical mesh 

23L R B Tn n n n= = = =  

(c) Asymmetrical mesh 

   ,  ,  ,  23, 27, 21, 35L R B Tn n n n =  

Figure 3. RVE with a circular perforate at the center. 

In this study, three different boundary enforcement strategies are employed to examine the 

performance of the proposed method. These are the standard periodic boundary scheme, Lagrange 

interpolating formulation, and cubic spline interpolating formulation. Figures 3-b and 3-c illustrate the 

symmetrical and asymmetrical meshes for such techniques, where ( ),  ,  ,  L R B Tn n n n  are the number of 

nodes on the left, right, bottom, and top edges of the RVE, respectively. For the asymmetrical 

boundary, each RVE edge is divided into 20 segments, resulting in a 20th-order polynomial for the 

Lagrange interpolation. In contrast, a piecewise cubic Hermite polynomial associated with each sub-

interval is generated for the spline interpolation scheme. 

 

Table 1. Circular perforated RVE: uniaxial strength ( )11 p  with different periodic boundary 

enforcement strategies. 

Approach eN  
varN  

 +
 

0o =  45o =  

Standard periodic boundary 5960 30195 0.5586 0.4806 

Lagrange interpolation boundary 5916 30127 0.5622 0.4823 

Cubic spline interpolation boundary 5916 30287 0.5589 0.4812 

 

Standard periodic boundary 

(symmetrical mesh) 

Lagrange interpolation 

(asymmetrical mesh) 

Cubic spline interpolation 

(asymmetrical mesh) 

   

(b) Symmetrical mesh nL =
nR = nB = nT = 23

Limit state analysis of asymmetrical microstructures based on yield design computational 

homogenization approach 

7 

 
  

(a) Geometry, boundary, and 

loading 

(b) Symmetrical mesh 

23L R B Tn n n n= = = =  

(c) Asymmetrical mesh 

   ,  ,  ,  23, 27, 21, 35L R B Tn n n n =  

Figure 3. RVE with a circular perforate at the center. 

In this study, three different boundary enforcement strategies are employed to examine the 

performance of the proposed method. These are the standard periodic boundary scheme, Lagrange 

interpolating formulation, and cubic spline interpolating formulation. Figures 3-b and 3-c illustrate the 

symmetrical and asymmetrical meshes for such techniques, where ( ),  ,  ,  L R B Tn n n n  are the number of 

nodes on the left, right, bottom, and top edges of the RVE, respectively. For the asymmetrical 

boundary, each RVE edge is divided into 20 segments, resulting in a 20th-order polynomial for the 

Lagrange interpolation. In contrast, a piecewise cubic Hermite polynomial associated with each sub-

interval is generated for the spline interpolation scheme. 

 

Table 1. Circular perforated RVE: uniaxial strength ( )11 p  with different periodic boundary 

enforcement strategies. 

Approach eN  
varN  

 +
 

0o =  45o =  

Standard periodic boundary 5960 30195 0.5586 0.4806 

Lagrange interpolation boundary 5916 30127 0.5622 0.4823 

Cubic spline interpolation boundary 5916 30287 0.5589 0.4812 

 

Standard periodic boundary 

(symmetrical mesh) 

Lagrange interpolation 

(asymmetrical mesh) 

Cubic spline interpolation 

(asymmetrical mesh) 

   

(c) Asymmetrical mesh
[nL, nR, nB, nT ] = [23, 27, 21, 35]

Fig. 3. RVE with a circular perforate at the center

into 20 segments, resulting in a 20th-order polynomial for the Lagrange interpolation. In
contrast, a piecewise cubic Hermite polynomial associated with each sub-interval is gen-
erated for the spline interpolation scheme.

Table 1. Circular perforated RVE: uniaxial strength
(
Σ11

/
σp

)
with different periodic boundary

enforcement strategies

Approach Ne Nvar
λ+

θ = 0◦ θ = 45◦

Standard periodic boundary 5960 30195 0.5586 0.4806
Lagrange interpolation boundary 5916 30127 0.5622 0.4823

Cubic spline interpolation boundary 5916 30287 0.5589 0.4812

Table 1 shows the comparison of solutions obtained using the three models above.
The results from the Lagrange and cubic spline interpolating formulations-based meth-
ods are in good agreement compared to those given by the standard periodic boundary-
based procedure. The similarity of the boundary periodicity can also be seen in Fig. 4,
where the displacement fields are plotted. In terms of accuracy, the comparison in Ta-
ble 1 indicates that when using a similar mesh and additive periodic points, the overall
efficient strengths achieved by cubic Hermite spline interpolation are slightly better than
those by the Lagrange interpolation technique.

Fig. 5 shows the distributions of dissipation power and the comparison of solutions
with other studies for various cases of inclination angle and perforated radius. It can be
observed that for all loading inclinations, the limit load factors decrease when the per-
forate size increases. The comparison in Fig. 5(c) demonstrates the excellent agreement
between the present solutions and others in the literature.
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5.2. RVE with the irregular distributions of holes

In this example, an RVE containing randomly distributed porous material is exam-
ined. The space occupied by the porous is described as equally sized circles such that
their total volume accounts for 25% of the RVE volume. The problem is considered with
10, 50 and 100 holes, as shown in Fig. 6, and the loading inclination θ = 0◦.
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Figure 6. RVE with arbitrary distributions of holes. 

Figure 7 shows the displacement fields and the limit load multipliers obtained using Lagrange 

and cubic spline interpolating formulations. It can be observed that both methods of imposing periodic 

boundary conditions give very similar results. The cubic spline interpolation scheme provides better 

(lower) solutions, whereas the Lagrange interpolation results in smoother displacement fields. The 

collapse mechanisms for various hole distributions are also captured in Figure 8. 
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Fig. 7 shows the displacement fields and the limit load multipliers obtained using
Lagrange and cubic spline interpolating formulations. It can be observed that both meth-
ods of imposing periodic boundary conditions give very similar results. The cubic spline
interpolation scheme provides better (lower) solutions, whereas the Lagrange interpola-
tion results in smoother displacement fields. The collapse mechanisms for various hole
distributions are also captured in Fig. 8.
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Figure 7. RVE with arbitrary distributions of holes: displacement fields and macroscopic strengths. 
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Figure 8. RVE with arbitrary distributions of holes: distributions of dissipation power. 

4.1. Conclusion 

This study has developed the treatments for imposing the periodic boundary condition of the 

asymmetrical RVE in the yield design computational homogenization framework. Two interpolating 

strategies are suggested based on the Lagrange polynomial and cubic spline polynomial. The periodic 

conditions are indirectly enforced by interpolating the fluctuating displacements of boundary nodes 

passing through a set of additive artificial points, periodic in pairs on RVE boundary. By casting the 

optimization problems as second-order cone programming, the number of variables and constraints is 

kept at a minimum. The numerical examples demonstrate computational efficiency of the proposed 

method. The crucial information for yield design, such as ultimate macroscopic strengths and collapse 

mechanisms, is also provided. 
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This study has developed the treatments for imposing the periodic boundary condi-
tion of the asymmetrical RVE in the yield design computational homogenization frame-
work. Two interpolating strategies are suggested based on the Lagrange polynomial and
cubic spline polynomial. The periodic conditions are indirectly enforced by interpolating
the fluctuating displacements of boundary nodes passing through a set of additive arti-
ficial points, periodic in pairs on RVE boundary. By casting the optimization problems
as second-order cone programming, the number of variables and constraints is kept at
a minimum. The numerical examples demonstrate computational efficiency of the pro-
posed method. The crucial information for yield design, such as ultimate macroscopic
strengths and collapse mechanisms, is also provided.
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