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Abstract. Singular spectrum analysis (SSA) has been employed effectively for analyzing
in the time-frequency domain of time series. It can collaborate with data-driven models
(DDMs) such as Artificial Neural Networks (ANN) to set up a powerful tool for mechan-
ical fault diagnosis (MFD). However, to take advantage of SSA more effectively for MFD,
quantifying the optimal component threshold in SSA should be addressed. Also, to ex-
ploit the managed mechanical system adaptively, the variation tendency of its physical
parameters needs to be caught online. Here, we present a bearing fault diagnosis method
(BFDM) based on ANN and SSA that targets these aspects. First, a multi-feature is built
from pure mechanical properties distilled from the vibration signal of the system. Relied
on SSA, the measured acceleration signal is analyzed to cancel the high-frequency noise.
The remaining components take part in building a multi-feature to establish a database
for training the ANN. Optimizing the number of the kept components is then carried out
to obtain a dataset called Tr Da. Based on Tr Da, we receive the optimal ANN (OANN).
In the next period, at each checking time, another database called Test Da is set up online
following the same way of building the Tr Da. The compared result between the encoded
output and the output of the OANN corresponding to the input to be Test Da provides the
bearing(s) health information. An experimental apparatus is built to evaluate the BFDM.
The obtained results reflect the positive effects of the method.

Keywords: identifying bearing damage, AI for estimating damage, ANN-based damage
identification, SSA for identifying damage.
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1. INTRODUCTION

Mechanical systems always oscillate when operating. Although the vibrations can
be described mathematically in many different ways, they are always influenced deeply
by the external load as well as the mechanical properties such as the modulus of elasticity
(E) and the polar moment of inertia of the cross-sectional area (I). For a specific system, in
the case of unchanging in the external load, as a result, one can infer that there is a reduc-
tion of either E or I or both of them E and I if its vibration characteristics are changed. In
general, such a growing down of E, or I, or EI, as above-mentioned, is seen as fault/dam-
age. Therefore, to recognize the appearance of fault/damage on the mechanical system,
one often exploits the variation of its vibration features. It is the theoretical basis of the
well-known computational inverse techniques [1], by which MFDs based on DDMs or
artificial intelligence (AI)-based DDMs are developed [2–6]. ANN, Fuzzy Logic (FL), and
Adaptive Neuro-fuzzy Inference System (ANFIS) have been seen as useful AI tools for
this approach [7–14]. To improve the ability to process, analyze, and extract valuable
information from the mechanical vibration signal, SSA is also often employed [10, 11].

In [15], SSA was utilized to extract the bearing fault features. Based on the singular
features selected from SSA, a continuous hidden Markov model was introduced. In [11],
Nguyen et al. presented a method of health diagnosis of a mechanical structure upon
ANFIS and SSA, in which SSA extracted vibration frequency-based information to set
up databases, meanwhile ANFIS took the role of a classifier. In [16], another approach
to the online assessment of bearing fault was depicted. Accordingly, SSA and sparse
filtering were employed to establish a database, to which an ANFIS was employed to
classify, label, and distill information about the object’s health status. It can observe from
the above-mentioned that SSA and data-driven models (DDMs), especially the AI-based
models, are tools powerful and helpful to the fault diagnosis field. However, to exploit
SSA more effectively for fault diagnosis, seeking a solution for quantifying the optimal
component threshold in SSA analysis should be performed to enhance the capability to
cancel the high-frequency noise. Also, to exploit the managed mechanical system adap-
tively, the variation tendency of its physical parameters needs to be caught online. These
are our motivations for this research.

The aim of this paper is to presents a BFDM based on ANN and SSA. Firstly, a multi-
feature is built from six pure mechanical properties deriving from the vibration signal
of the system. Relied on SSA, the measured acceleration signal is analyzed to cancel the
high-frequency noise. The remaining components take part in building the multi-feature
to establish a database for training ANN. Optimizing the number of the kept compo-
nents is then carried out to obtain a dataset called Tr Da. The ANN is then employed
to identify the dynamic response of the mechanical system corresponding to the bear-
ing damage statuses reflected by the Tr Da. In the next period, at each checking time,
another database called Test Da is set up online following the same way of building the
Tr Da. By employing Test Da as the input of the ANN, the result from comparing be-
tween the encoded output and the output of the ANN provides information about the
bearing fault status. The experimental system will be fitted up to verify the effectiveness
of the method.
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2. RELATED THEORY: SSA

SSA is a non-parametric technique of time series analysis upon the principles of mul-
tivariate statistics. It decomposes a given time series into a set of independent additive
time series. Fundamentally, by using a procedure of principal component analysis, SSA
projects the original time series onto a vector basis obtained from the series itself. The
set of the series obtained from the decomposition can be interpreted as a slowly varying
trend representing the signal mean at each instant, a set of periodic series, and aperiodic
noise [11]. As a result, some information correlated with system response which is seen
as features expressing the system attributes can be extracted [17–19].

In this study, the algorithm for SSA presented in [18, 20] as below is used.
Step 1. Embedding
A given time series of N0 data points (z1, z2, . . . , zN0) is considered. From a se-

lected window length L, 1 < L < N0, one defines K = N0 − L + 1 sliding vectors
Xj = (zj, zj+1, . . . , zj+L−1)

T, j = 1, . . . , K, and a trajectory matrix

X =


z1 z2 · · · · · · zN0−L+1
z2 z3 · · · · · · zN0−L0+2
...

...
. . . . . .

...

zL−1 zL . . . . . . zN0−1
zL zL+1 · · · · · · zN0

 . (1)

Step 2. Singular value decomposition (SVD)
One firstly calculates the eigenvalues and eigenvectors of the matrix S = XXT ∈

<L×L. Let λ1, . . . , λd be the non-zero eigenvalues of S arranged in the descending order,
and U1, . . . , Ud be the corresponding eigenvectors. Vectors Vi are then constructed, Vi =

XTUi/
√

λi, i = 1, . . . , d. As a result, one obtains a decomposition of the trajectory matrix
into a sum of matrices X = ∑d

i=1 Ei, where Ei =
√

λiUiVT
i .

Step 3. Reconstruction
By applying a linear transformation known as diagonal averaging or Hankelization,

each elementary matrix is transformed into a principal component of length N [20]. Let
Z ∈ <L×K be a matrix of elements zi,j. Then Z can be transformed into the reconstructed
time series g1, g2, . . . , gN0 as in (2), where, L∗ = min(L, K), K∗ = max(L, K).

gk =



1
k ∑k

q=1 zq,k−q+1, 1 ≤ k < L∗

1
L∗ ∑L∗

q=1 zq,k−q+1, L∗ ≤ k ≤ K∗

1
N0 − k + 1 ∑N0−K∗+1

q=k−K∗+1 zq,k−q+1, K∗ < k ≤ N0

(2)
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3. PROPOSED METHOD

3.1. Building database
3.1.1. Setting up a multi-feature

We establish a multi-feature (MF) from the acceleration signal measured from the
oscillation of the mechanical system installing the managed bearings. The two required
properties of a feature outlined in [21] are used here to check and select single features.
They are the stability and dispersion properties. The stability one requires that if there
is not any considerable change in the system’s health status, then the variation range of
the feature must be narrow. Conversely, if it is intense then the corresponding variation
trend of the feature must be quickly but stably. While the dispersion attribute expresses
the sensibility of the feature.

From the preprocessed acceleration signal X(ti), we set up the MF constituted of six
single features as in (3), where ti is the i-th sampled time, N is the number of sampling
points.

The above single features consist of the mean value (MV), root mean square value
(RMSV), maximum absolute value (MAV), square mean root value (SMRV), kurtosis co-
efficient (KC), and clearance factor (CF) [22]. The features of RMSV, MAV, and SMRV
indicate the amplitude and energy over the time domain of the signal, while those of KC
and CF reflect the distribution situation over the time domain. In the frequency domain,
RMSF is a statistical feature describing the change in the frequency components to be
extracted by power spectrum density analysis. MF(k) denotes the multi-feature distilled
from k-th vibration signal sample. By sliding a window with a width of N data points
X(ti), i = 1, . . . , N, along with the time series, at its k-th position, we get the correspond-
ing MF(k).

MF(k) =



Xrmsv =
(
(1
/

N)∑N
i=1 X2(ti)

)0.5

Xmav = max (X(ti))

Xsmrv =

(
(1
/

N)∑N
i=1

√
X(ti)

)2

Xkc =
(

1
/

Xrms
4
)

∑N
i=1

(
X(ti)− (1

/
N)∑N

k=1 X(tk)
)4

Xc f = Xmav/Xrmsv

Xrms f =
(
∑N

i=2 Ẋ2(ti)
/

4π2 ∑N
i=1 X2(ti)

)0.5


. (3)

3.1.2. Building database
Building the input data space (IDS):

For each bearing damage status, a measured vibration data set is built corresponding
to each case coming from H considered fault statuses. Thus, we have H original data sets
signed as below

[D1, D2, . . . , DH ]
T. (4)
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Related to Di which is corresponding to the i-th bearing fault type (1 ≤ i ≤ H), by
using SSA we get p time series signed[

Di1, Di2, . . . , Dip
]

, i = 1, . . . , H, (5)

where p is a parameter selected by the designer. As mentioned in [11,18], the mechanical
vibration signal is prone to the low-frequency range. Therefore, by putting the eigen-
values in the decreasing order, among the p subsets we delete (p− q) last subsets which
are considered as noise. Thus, we keep the first q subsets denoted as in (6) to build the
training database. [

Di1, Di2, . . . , Diq
]

, i = 1, . . . , H. (6)

It should be noted that p and q need to be optimized using an objective function reflecting
the accuracy rate of the method (see Subsection 3.2).

For each time series in (6), for example Dij, j = 1, . . . , q, we divided into P segments
of the same size, based on MF(k) as presented in (3), we obtain the feature distribution
matrix signed Fij ∈ <P×k, 1 ≤ k ≤ 6. By using this result for all the time series in (6), we
formulate via a new data matrix D̄i as in (7) which is the input data space of the i-th data
subset corresponding to the i-th bearing fault type.

D̄i =
[

Fi1 Fi2 . . . Fiq
]
∈ RP×(kq), 1 ≤ k ≤ 6. (7)

Following this way for H the surveyed bearing fault types we establish an input
data space in the form of matrix (8) for the two training dataset (Tr Da) and test dataset
(Test Da).

D̄ =



f11 f12 · · · · · · f1(kq)
f21 f22 · · · · · · f2(kq)
...

...
. . . . . .

...

f(HP−1)1 f(HP−1)2 . . . . . . f(HP−1)(kq)
f(HP)1 f(HP)2 · · · · · · f(HP)(kq)

 ∈ <
(HP)×(kq). (8)

Building the output data space (ODS) and the databases:
The j-th fault type is encoded by a real number yj. Thus, the output data space of the

j-th subset can be depicted by vector ȳj of P elements yj as in (9).

ȳj =
[
yj, . . . , yj

]T ∈ RP×1, j = 1, . . . , H. (9)

As a result, we gain the databases expressing the input-output relation in the Tr Da
and Test Da as follows

database ≡ [IDS−ODS] ≡ [D̄− ȳ], (10)

where D̄ ∈ <(HP)×(kq) comes from (8) while ȳ is constituted of ȳi ∈ <P×1 in (9) as below

ȳ = [y1, . . . , y1︸ ︷︷ ︸
P

, . . . , yH, . . . , yH︸ ︷︷ ︸
P

]T ∈ <(HP)×1. (11)
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3.2. Estimating bearing fault status
Here, bearing(s) damage status is estimated following an ANN-based approach. Be-

cause a feedforward network with one hidden layer can handle most of the complex
functions, in this study, a 3-layer feed-forward ANN as in Fig. 1 is chosen to train an
identification model. The ANN is initialized by NI = kq neurons in the input layer,
NH = 2kq neurons in the hidden layer, and NO = 1 neuron in the output layer. Based
on the training process, the number of neurons in the hidden layer NH is then optimized
to minimize the root mean square error (RMSE) between the prediction and data out-
puts. Any well-known training method can be employed for this aim. In this paper, the
Levenberg–Marquardt algorithm is selected to update weight and bias values during the
training progress and improve the convergence rate. By using the Tr Da in the form of the
database in (10) for training, we obtain an ANN that approximates the dynamic response
of the mechanical system where the bearing(s) is installed.
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Fig. 1. Structure of the ANN 

 
Fig. 1. Structure of the ANN

In fact, the two parameters p and q (signed pop, qop) in (5) and (8) need to be opti-
mized to ensure the accuracy of the ANN-based approximation as above-mentioned. Be
noted that pop, qop are understood as the values such that the fault diagnosis effectiveness
of the BFDM is the best. So, if its efficiency of the BFDM is reflected by the mean accuracy
(MeA) (13) then the objective function (12) can be used for this target.

J(p, q) = MeA(p, q)→ max, (12)

where
MeA(p, q) = 100×∑H

i=1 true samplesn

/
∑H

i=1 total samplesn(%). (13)

In (13), corresponding to the n-th damage type, n = 1, . . . , H, true samplesn is the
number of checking samples expressing correctly the real status of the bearing, while
total samplesn is the total of checking samples used in the survey; H is the number of
surveyed bearing fault types as mentioned in (4).



Fault diagnosis of rolling bearings using singular spectrum analysis and artificial neural networks 189

Fig. 2 shows the flowchart of the proposed algorithm. During the online bearing(s)’s
health managing period, another dataset called Test Da in the form of D̄i (7) is set up. By
using the Test Da as the input of the trained ANN we obtain its output ŷi, i = 1, . . . , P.
The compared error between ŷi and the encoded output in (11) provides information
about the health status. Namely, bearing status at the testing time is the one encoded by
‘q’ such that the condition as in (14) is satisfied.

∑P
i=1

∣∣ŷi − yq
∣∣ = min

h=1,...,H
∑P

i=1 |ŷi − yh|. (14)
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4. VERIFYING THE METHOD

4.1. Description
In this section, we present the use of the BFDM for identifying the fault status of

bearings. Two bearing vibration signal sources called Data Source 1 and Data Source 2
are employed here. Data Source 1 comes from the Western Reserve University bearing
fault dataset while Data Source 2 derives from our experimental apparatus that will be
detailed in Fig. 3. Along with MeA (13), the other parameters to be the percentage of
correctly labeled samples (Ac) (15) and the root means square error (RMSE) (16) are also
employed to evaluate the method.

Ac = 100× true samplesn
/

total samplesn(%), (15)

RMSE =

√
∑P

i=1 (yi − ŷi)
2
/

P, (16)

where, corresponding to the n-th damage type, n = 1, . . . , H, true samplesn is the number
of checking samples expressing correctly the real status of the bearing; total samplesn is
the total of checking samples used in the survey; H is the number of surveyed bearing
fault types as mentioned in (4); yi and ŷi respectively are encoding and predicting output.
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Fig. 3. Experimental apparatus for measuring vibration signal

4.2. Survey results
In this subsection, we show the results obtained from three surveyed cases detailed

in Table 1. It is noted that in the table, ‘Encoding value’ is abbreviated to ‘EV’. In all the
cases, some other notations to be Ba, In, and Ou respectively express the Ball, or Inner or
Outer of the surveyed bearing; NM shows the bearing to be undamaged; while and Lk =
k HP, k = 1, 2.

Data Source 1:
We exploit the bearing-vibration data on ‘12k Drive End Bearing Fault Data’, ‘DE’

(drive end accelerometer data), https://csegroups.case.edu/bearingdatacenter/pages/
downloaddata-file. Some parameters are as follows: the fault diameter D1 = 0.014, and
the motor load L1 = 1 HP.
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Table 1. Three surveyed cases and the encoded values for expressing damage statuses

Case 1 - Data Source 1 Case 2 - Data Source 1 Case 3 - Data Source 2

Status EV (yi) Status EV (yi) Status EV (yi)
NML0 0 NML1 0 NML0 0

BaD1L0 1 BaD1L1 1 BaD1L0 1
InD1L0 2 InD1L1 2 InD1L0 2
OuD1L0 3 OuD1L1 3 OuD1L0 3

Data Source 2:
Fig. 3 shows the experimental apparatus for measuring the vibration signal of the

mechanical system used for surveys. In the apparatus, (1) is motor, (2), (4), and (5) are
acceleration sensors, (3) and (6) are the surveyed bearings, (7) is the module for pro-
cessing and transforming series vibration signal incorporate software-selectable AC/DC
coupling (Model: NI-9234), while (8) is the computer for installing NI-9234 Driver as
well as storing signal from the sensors. The single fault types of the bearings used for the
surveys are detailed in Table 2.

Table 2. The single fault types used for surveys

Crack size

Fault degrees and their location Width (mm) Depth (mm)

BaD1 0.15 0.2

InD1 0.2 0.3

OuD1 0.2 0.3

To estimate the effectiveness, the surveys using the proposed method along with two
other methods were implemented. The first method was the one presented by Nguyen
et al. (2013) in [10]. Related to this application, it should be noted that firstly we used
the average quantity solution to wavelet transform coefficient (AQWTC) to build a data-
base that reflects the dynamic response of the mechanical system described in Fig. 3
corresponding to all considered bearing damage statuses; the next steps were followed

Table 3. The compared results corresponding to each case as depicted in Table 1

Surveyed Cases
Mean accuracy (%)

[10] [15] Proposed (qot)

Case 1 89.98 86.22 100
Case 2 91.65 98.08 100
Case 3 94.52 98.22 100
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the BFDM. The second shown by Tao Liu et al. (2015) was Singular spectrum analysis
and continuous hidden Markov model for rolling element bearing fault diagnosis shows
in [15].

The obtained results are shown in Figs. 4–10 and Table 3. The results in Table 3 again
show the positive role of the optimal value of q, as well as the compared effectiveness of
the proposed method.
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4.3. Discussion
Three vital aspects that can be observed from the results shown in Figs. 4–10 are

as follows. The first one is that the proposed BFDM can recognize reliably whether a
fault existing in the bearings. In all of the databases, Ac (15) and MeA (13) are always
high. Especially, it can get the highest to be 100% in some cases. The second one is
that the effectiveness of the method depends significantly on the parameter q in Eq. (8).
Therefore, an appropriate selection of the number of time series q is very critical. It is the
necessary condition for minimizing the objective function (12). Let sign the optimal value
of q to be qot, the third aspect relates to the stability of qot when changing the operating
condition of the mechanical systems. Namely, in Case 1 and Case 2, both Ac and MeA
could reach 100% as in Figs. 4–5 and 7 when qot is 3, while qot is 3 or 4 in Case 3 as in
Fig. 9. It means we can select q = 3 for all cases in the two mechanical systems. However,
this one is not an ensuring for other systems. To deal with this issue, we must find out
qot when employing this method for a certain mechanical system under any its operating
condition, then this optimal value can be used for all of other operating conditions.

Be noted that together with Ac and MeA, the RMSEs (16) in Figs. 6, 8, and 10 also
reflect clearly the above aspects. Besides, the results in Fig. 4 illustrate that the method
can identify fault reliably for either the balls or the inners or the outers of the bearings.

Taking part in the BFDM’s effectiveness, along with the solution for quantifying the
optimal number of time series q as above-mentioned, is the multi-feature (3). Constituted
of the pure mechanical singular-features, based on the varying of EI, the multi-feature can
distill well the meaningful information related to the health status of the bearings. The
theoretical basis of this observation can be seen through the well-known finite element
method. Obviously, in these surveys, a fault appearing on the bearing(s) makes the cross-
sectional area of a certain element(s) belonging to the ball/inner/outer reduce, so its
polar moment of inertia (I) grows down. As a result, as analyzed in Section 1, it then
makes the system’s vibration changed. Be noted that, faults related to the mechanical
property in the form of the modulus of elasticity (E) also influence the system’s dynamic
response similarly. Such an attitude of the decline of EI is a vital direction for seeking
singular features for the data-driven model-based fault identifications.

5. CONCLUSION

The BFDM for fault diagnosis of rolling element bearings based on SSA and ANN
has been presented. This is the theoretical basis exploiting effectively the well-known
computational inverse techniques. First, the multi-feature was built from six pure me-
chanical properties distilled from the system’s vibration signal. Relied on SSA, the mea-
sured acceleration signal was analyzed to cancel the high-frequency noise. The remaining
components took part in building the multi-feature to establish a database for training
ANN. Optimizing the number of the kept components was then carried out to obtain
Tr Da, to which the ANN was optimized to get the OANN. Finally, bearing fault statuses
could be identified by the OANN using the Test Da in the online period. The survey
results showed that the method could reflect the bearing health situations with a quite
high accuracy, better than that from [10, 15].
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