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ABSTRACT

Very few output feedback control methods can bdiegdor a large class of nonlinear
objects. If the control problem has supplementanystraints to satisfy, the number of suitable
methods will be fewer. The paper proposes a naalinentrol method, which can be applied to
output tracking control a wide range of varioustpdred nonlinear objects. This output
feedback controller is established based on piesewuadratic optimizing subjected to input
constraints for state feedback control and thenbioed with an appropriate EKF or UKF for
system state observation. The simulation resuliziméd by applying this proposed controller to
output tracking control inverted pendulum and heilebine unit had confirmed its promising
applicability in practice.

Keywords: quadratic optimization, EKF/UKEF filtering, optirheontrol.

1. INTRODUCTION

Whereas almost nonlinear control methods are un@blbandle unavoidable system
constraints, the MPC method proposed in [1] seenteta good controller for such constrained
control problem. However, since the directly usimanlinear model for output prediction, this
technique for NMPC requires additionally a pendiligction for objective function in order to
guarantee the stability of the closed system [2ifodiunately, the question how to choose this
penalty function suitably is still open.

To overcome this circumstance, the piecewise linaon of nonlinear model on time axis
for system output prediction looks to be a prongiséolution. The realization of this idea to
predict outputs of a nonlinear system and therstabdish completely an integral state feedback
model predictive controller is the main contenttloé paper. Afterward, the obtained integral
state feedback controller will be converted to aprapriate output feedback one based on
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separation principle by using an EKF or UKF adadisitty in order to determine all
immeasurable system states.

2.CONTROLLER DESIGN

Consider a nonlinear system:

Zk+1=f(£kvykv§k) andyfg &y fk ¥ (1)
where both functiong (0} g()) are assumed to be smoothuin and v, ,
o =(ml], e m, ) e =(wlk] e, K)oy = (k] g BR)

are the vector of all system states, vectors olitsi@nd outputs signals respectively at the
current time instant;, =T, whereT' is the sampling time¢, , £, are white noises, which

could propagate nonlinearity in system, af)dis a vector of slow disturbances, which can be
seen obviously as the model errors.

The here regarded control problem for the givenlinear system (1) above is an output
feedback controllew, (z,) to design, which is subjected to the given coirgtra, DU OR™ ,
so that its output vectay, will be convergence asymptotically to any desietput vectorw,.,
and this tracking control performance will not lifeeted by white noisegk, §k and by system

errorsd,, .

2.1.Receding horizon LTI predictive model

Firsly, if all noises{k, fk and disturbancel, in (1) are assumed to be negligeable, then
from (1) the corresponding nominal model is obtdine
Ty = f(zy,2;,) and Y.=9 & wy . (2)
Since the smooth property, both function vectf@@ ¢(0) of the nominal model (2) can be now

approximated at the previous time instapt; and during a short time intervdt,_4,¢,)
afterwards as follows:

af af
f@pu) = f@pq,u-) +0_; | (% _%—1) +0_; (7_% _Qk,—l)
Zf-1Up-1 Lj-1Up-1
=z, + 4, (Ek,- - %—1) + B, (Qk, - 7_%—1)
= Akzk + Bkyk + Ek
dg dg
9@ )= g(@-g.uy ) + 6_9__c (Qk - %—1) + 6_£ (yk B yk’—l)

Lp-1p-1

=Y, (Ek - §k—1) +D; (Ek _Hk—l) =Cpzy, + Dyuy, + Uy

L-1:Ug-1

where
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of of dg dg
Ak:__ , Bk::__ , Ck::__ , D, =—=
oz ou ox ou
Lp-1Ug-1 Lp-1Up-1 Lp-1Ug-1 Lp-plp-1
S Tz~ Az~ By, andy, =y, ~Crayp~Diuy (3

are all now determined at the current time instantThis implies finally a linear approximation
along time axis of the nominal model (1) as follows
i T = Ay + By, + ¢ @)

" Yy, Oz + Dy +0; for 4 <t <ty

This model H,, will be used hereafter for the prediction of systeutputsy, in the current
prediction horizorl<i< N as exhibited in Fig.1.

the current predictive horizon

Figure 1. Receding predictive LTI model. &  f+1 4 HNT

1
1
~

2.2. Integral state feedback controller

At the current time instant and based on the already measured system statas well
as the assumption th%, v, are constant during the current predictive horizaihpredictive

system states,,,, 1<¢< N can be now obtained from the LTI predictive ma@dglas follows:
L = ATy F Byt = Ay (Ak:ﬁk;ﬂ'—z * B2+ G, ) * By Uyioq

Y.
= Ay i Y A By Upyiop + Byl + AL G

= Az + AT B + - 4 B+ (A/f:_l o A4 I)Sk

and therefore:

Yiwi = Crlizy +CL AT By, + -+ +CL AT By + OBy, + Dy, +d, ()
with a determined vector:

d, :Ck:(AZ;_l"' R +I)5k +U,

Now, if all predictive output vectors abov&ﬂ, 1<i< N are rewritten as a mergence

vector:
Y =001(yk’yk+l' 'ylmv)
then it is obtained from (5):
y=Fp+d (6)

where:
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D, © . © ©o
_ Ck:Bk, Dk t © C)
Ck:Alﬁv _1Bk CAAlfV _sz, t CkBk, D k
uy Ck do
, CLA; d
2 — Els:+l ' d — k: k zk + —:1 Wlth do :gk (7)
Up+ N C’k;AA{V dyq

and © denotes a zero matrix. It is easily to recognizat the predictive mergence output vector
y given in (6) depends only on all inpujs in the future associated in the current horizon

[t tan]-
With the expression (6) of obtained predictive oy, , ., 1<i< N, all tracking errors
during the current control horizon will be dedueedfollows:
§=w—g=w—(Fg+gl) (8)

where w=col(1_uk,yk+1, ,1_Uk+N) (9)

is the mergence desired output values during thee gantrol horizon.
Next, according to the output tracking purpoge - w; or e - 0 associated with the

current control horizon, the mergence input vegiowould be determined by minimizing the
following objective function:

Jy=e' Qe+p Rip
:[Q—(F£+Q)]T Qk[g—(F£+£l)]+£TRk£ (10)
=" (FTQF + R, )p-2(w-d) QFp+(w-d)' Q(u-d)
which is obtained by replacing (8) into (10), or:
=0 (FTQuF + R )p-2(w-d) Q.Fp (11)
since the last terrfw —Q)T Q. (w~-d) is independent op .
Since the objective function (11) is quadratic, tip&imization problem:
p =arg ﬂ)rug ©) (12)
subjected to the constraipt’] P with:
P={£=col(gk, ,yk+N_1)DRNm‘ Uy, DU} (13)
can be solved by QP method, if the constrdintis linear (described by linear equations or

inequalities), or by SQP, if the constraintis nonlinear [3].
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Finally, the inputu, for original perturbed nonlinear system (1) wid keceived from the

optimal solutiong* of optimization problem (12) as follows:

*

u, =(1,8, ... ©)p (14)

This control valuey,, , which is clearly dependent on current systenestat and therefore will
be denoted afterward by, (z,), is only valid during the short current samplinge interval
t, <t <t,,,. For determining the next control valug,, at the next time instant +1 all
calculation steps above, including (3), (7), (83)Ihave to be repeated.

So, with (3), (7), (12) and (14) the state feedbeahtroller u, (z,) for nonlinear system
(1), in which the system outputs belong currenttmdnhorizon [k, k+ N] are predicted
linearity, is established. However, it can be gatgilrecognize that since the minimizing i}ff
given in (11) occurs only over a finite control tzon [k, k+ N], the desired tracking
performancee; = w, -y, -0 of this controller may not be satisfied. Therefdie guarantee

that the tracking error, always tends asymptotically to zero, an integrdl e added
supplementary to the proposed state feedback dientabove.
Define two new variables:

Ay =x) =), Duy =wy —upy (15)
the LTI predictive modeld,. given in equation (4) will be changed to:
gl | = Az + Bbuy,

. y, =Chz, + Dby for 4 <t <ty

Az ~ A O - B\ -
2, = Ly, -Akz( J j'Bk:( k)g}g:(gk 1) (17)
Yy G 1 Dy

r

(16)

where:

and I, is the rxr identity matrix. This new LTI predictive model (l®&as obviously an

integral in it, because with:
~ AI _Alf O
det\l,, — A )=det " " =QA-1 de{l, -4
a n+r k) [ _Ck (A _1)IT,J @ 5 T’( n L

it hasr eigenvaluesi =1.

Finally, by using the new integral predictive mod&6) instead of (4) to implement the
state feedback controllet, (z,), all matrices and vectord,, B, ,C}.,z, ,u, in operations (7),

(14) will be replaced accordingly by, B, ,C;. .z, ,Aw, and E,F,p will be changed to:

D, ) .. @ © Cy Au,
C,B D © ©0 C A A
F - k=K k : , E - k4% ' B - 1—j’k+1 , (18)
CiAY B, CLAY B, CyB, Dy C AN Aty
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2.3. State observation
To convert correlatively the state feedback coterok,(z,) proposed above into an
output feedback one, (z,) based on separation principle, a suitable staterobr:
ik: :g(ik—l’ﬁk ’:{_/k) (19)

for the original nonlinear system (1) is requiredthis paper the extended Kalman filter (EKF)
and unscented Kalman filter (UKF) will be used tbis purpose, because beside the state

observation ability they have also an excellentavér to filtering white noisea_’lf, it/« [4, 5].
All detailed calculations steps of EKF or UKF totain z, from measurable signals,, y,
ware already provided in [4, 5].

However, since the state vectoy =col(Agk,yk_l) of the integral LTI predictive model
H,f given in (16) contains the system output in itjokhs still disturbed by Non-Gaussian noise
dy,, and EKF/UKF can filter Gaussian noisgs, ¢, only, this disturbanced, must be
eliminated first.

Denote the undisturbed output with =y, -d,, where d, is the mean ofd, over a

certain observation horizof , then is can be estimated averagely as follows:
Jo=y —dy=y -2 [y, -g(@ 0 20
Y,7Y, 74 =Y, M ié) (l_/k_,- g(gk—z”gk—z”_)) (20)
Finally, the filtering performance of EKF/UKF foriginal system (1) given above in (19) above
will be changed accordingly to:

Ty =q(Z1,up,y,) (21)

2.4. Output feedback control algorithm

The following control algorithm summarizes all asition steps given above to present
completely the proposed output feedback controller.

1. Setk:=0. Choose arbitrarily initial values_;, z_, Y, and N > M >0.

2. Choose appropriately two symmetric positive migdimatricesy),, R, .

3. Setz, =,_, and determine matriced, ,B,,C, ,D, according to (3)4,,B,,C, with (17),
the vectorw with (9) and thenF', E according to (18).

4, Determineg* of the optimal problem (12) by using QP or SQRethm, where the vector
z;, in J,f, (p) givenin (11) is replaced accordingly with =col(A§k,gk_l).

5. Determine the control signal, =u;_, +Auy, =u;_, +(1,,,0, ... ©)p

Senty,, to the original system (1) for a while of the sdimgtime intervalT .

Measure the outpuyt, and then calculatgk with (20).

8. Sendgz, y, to EKF/UKF given in (21) for observation af. .
9. Setk:=k+1 and go back to the step 2.

329



Nguyen Doan Phuoc, Pham Van Hung, Hoang Duc Quynh

3. SIMULATION RESULTS

3.1. Output Tracking Control of Inverted Pendulum

Nowadays the inverted pendulum is considering ammdamental benchmark in nonlinear
control theory [6]. Hence, for an effective verifgi of control performance of proposed
controller it will be an adequate controlled object

The inverted pendulum has a continuous time masl&lows [6]:

T2
_(gcoszg 1§ Yn, sinc . u
i :f/ (x u) _ m, +mh S|n2 T3 m, +mh S|r]21133
=7z 2
12 . .
(g9 —lzj coszg )n, Sinug+gm, Sy u COS8g3
Im, +1m;, Sin® 2, Im,, +Im;, Sirf z,
— ! _| M

y=g (z,u)= J

Tq
First, this model is converted in the discrete ni¢tlpwith sampling timeZ’ =103
Ty =z +Tf (2w) 2 flzw) andy, =g €, w Fg &, w (22)

Then by applying the proposed control algorithmhwiEKF for state observation and desired
references as well as model parameters:

w=(0.5,15] 1= 0,270 m, = Oty Im,= 1,2) Jg= 9,8/
two simulative system outputg in the presence of both white noisgsé have been obtained
as exhibited in Fig. 2. - S

These obtained simulation results have indicategarf a good output tracking
performance of proposed controller as expectingplite of small tracking errors, but they are
still acceptable for all systems with unstable bBloiims [6]. Moreover, these results also
showed that the disturbances had been filteredtefégdy.

2 T T T T T T 0.7, T T T T
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| | | | | | | | | ! ! ! !
| | | | | | | | | 06F----- A - L e
| | | | | | | | | ! ! ! !
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H I | I I I I | I I 0.5 e L atel TIPS T o
I | | | | | . . . i
. H | | | | | =o- State Feedback Controller ol /| L N A [
E Mo _t___l__1________ |==Output Feedback Controller | s | | | -o-State Feedback Controller
=, T | T ] | =
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Figure 2. Simulation results of output tracking control @frfurbed inverted pendulum.
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3.2. Output Tracking Control of Boiler-Turbine System

The boiler-turbine is an important device in thelrmawer plan, where the boiler creates
stream by applying heat energy to water and thensteam spins a steam turbine to create
electric power. The boiler-turbine unit has thédwaing continuous time state model [7]:

~0.0018,,2;8 + 0.9, - 0.15,

z :z/ (z,u)=| (0.073, - 0.0161)?’8 - 04,

1435~ (1.2, - 0.19),]/ 85 (23)

Iy
y= g/(z,y)= 3
0.05(0.13073; + 100, +q. /9 67.97
where two model parameters:
q, =(0.854:, — 0.147y, + 45.59 - 2.514- 2.0
. = (1-0.001538, )(0.8,— 25.6)
“ 253(1.0394- 0.0012304 )

are dependent on both system sta_tes(xl,xz,x3)T and system inputs = (ul,uz,US)T .

Many effective control methods for boiler-turbine available, but they are all essentially
linear [8,9]. Hence, for their apply it is obligagoto linearize the model (23) around an
equilibrium and which implies therefore the desimhtrol performance could be guaranteed
only in a neighborhood of this equilibrium.

To obtain the desired control performance over whebrking space a nonlinear control
method must be applied, for which the linearizatidn(23) do not be needed any more. The
following simulation results for output trackingrteol of the boiler-turbine, depicted in Fig.3
and Fig.4, are obtained by applying the proposedimear control algorithm for the discrete
time system, which is received from (23) accordingthe discretizing equation (22) with
T =1s, together with UKF for state observation and:

N =20, M =100,Q, =diag (2,80, 0.1, R, =1 Lk
as well as the required input constraints:
O<ulk]<l, i=12,3; (- 0.007r 2 0.05<Au; <( 0.007,0.0280
and the desired references, the output disturbaesesctively as follows:
w=(129.6,105.8,0.64 ¢=( 51.84,42.32288)

These simulation results exhibited in Fig.3 and.4ighow, that all system outputs
y;, 1=1,2,3 have converged asymptotically to their desiredueslw, even there are both
output disturbanced and white noiseg;, ¢ effect simultaneously to the boiler-turbine system

(23). Furthermore, Fig.4 on the left site also datied that the required input constraints had
been satisfied additionally. In other words, thagaoted simulation results have asserted an
excellent output tracking performance and distuckaaittenuation behavior of proposed control
algorithm.
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Figure 3. System responses in presence of white nofses.
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Figure 4. Constrained inputs and responses of closed loigriarbine system in presence of both white
noises¢, ¢ and output disturbances.

4. CONCLUSIONS

The paper has proposed an output feedback comtrmleconstrained output tracking
control nonlinear systems. This controller is elshled by combining an appropriate
constrained state feedback controller with a slétatate observer, which can filter additionally
noises and output disturbances in systems.

The simulation results obtained by applying thistodller to constrained output tracking
control inverted pendulum and boiler-turbine uniti thermal power plan have showed, that the
proposed controller could be applied also for aewihge of perturbed nonlinear systems.
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