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ABSTRACT

A study on the application of Echo State NetworlKE for the forecast of air quality in
Hanoi for a period of seven days, which is basedhennonlinear relationships between the
concentrations of an air pollutant to be forecastal meteorological parameters, was
conducted. Three air pollutants being,S8O, and PM, were selected for this study. Training
data and testing data were extracted from the dagabf Lang air quality monitoring station,
Hanoi, from 2003 to 2009. Values forecasted by ESN compared with those by MLP
(Multilayer Perception). Results shown that, in @sinexperiments, the performance of ESN is
better than that of MLP in terms of the values #mal correlation of concentration trends. The
average of RMSE of ESN and MLP for s&e 5.9 ppb and 6.9 ppb, respectively. ForPMe
accuracy of ESN is 83.8 % with MAE of 53.§/n7, while the accuracy of MLP is only 77.6 %
with MAE of 68.2ug/n?. For NQ, the performance of ESN and MLP is similar; theuaacy of
both models is in the range of 60 % to 72.7 %. €mgygest that, ESN is a novel and feasible
approach to build the air forecasting model.
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1. INTRODUCTION

In recent years, forecasting models have been bamgefficient tool in air quality
management. They provide with more comprehensifigriration on the status and trend of air
quality. With such information, authorities are ahfe of timely warning to help people prevent
the negative effects of air pollution. Models thatze been used for the forecast of air quality in
Vietnam are mainly numerical ones. The advantagbasfie models is that they can provide with
the status of air quality in detail, not only ftwetlocal but also for the regional and global scale
However, the development and operation of theseetsate costly and complicated. Whereas,
statistical forecasting models are simpler andpeasive [1].

There are various tools that have been used tdajetlee statistical forecasting models of

air quality. Among them, the artificial neural netiks (ANNSs) are the most widely used. Many
successful applications of ANN for the forecastawfquality have been published including the
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forecasting of PN, [2, 3], ambient ozone [4 - 8] and other pollutasush as SO NG, VOC...

[9 — 15]. A new type of ANNSs is echo state netw(EISN), proposed by Jaeger in 2001 [16]. It
is a recurrent neural network (RNN). ESN is basedhe use of a large RNN, which is called a
“reservoir”, to supply dynamical signals that appléed in the training mechanism of network
[16]. ESN has been successfully applied in the mfgglgs such as wireless communication
[17], process and robot control [18, 19], econofaiecast [20], etc. However, to the best of our
knowlegde, no studies on the application of ESkhenforecast of air quality are available in the
open literature. This study is, therefore, aimethatapplication of ESN for the forecast of air
guality focusing on the concentrations of .SRO, and PMyin Hanaoi city.

2. METHODOLOGY
2.1. Echo state network

Echo state network was introduced by Jaeger in 208}J1to deal with nonlinear problems
and to predict chaotic time series. ESN has a nurabadvantages in the comparison with
traditional neural networks (ANNSs). Firstly, thesiification of optimal structure (such as the
number of hidden layers, the number of neuronténhidden layer) and learning parameters of
ANNSs is difficult and this impacts significantly dhe reliability of forecasting results. Whereas,
the hidden layer of the ESN is a RNN used to stiyregamic linking signals between neurons,
and only output signals can be changed agreeirfgthét most recent experiences, therefore, the
neuron structure of the ESN influences almost magtlin the output results. Secondly, in the
training process, the ESN always has the mechaoismemory decay with the time because it
is interested in recent experiences only, thushiiyaof calculations is significantly reduced in
the comparison with traditional ANNs. In additiainjs mechanism also provides with more
memory spaces to identify and store historicalrirgtls — that is one of the issues noted in
traditional ANN to reduce the system memory. Thyrdhe training process of ESN is simpler,
requires a shorter training time and parameteraidd are more optimal than those of ANNs
[20]. Fourthly, the forecasting results of ESN amach better than those of ANN in terms of
statistical indicators and the correlation treritd; RO].
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Figure 1.The architecture of ESN [16].

The structure of a standard ESN consists of thagers: K input units (neurons) in the
input layer, N internal units in the reservoir (éh layer) and L output units in the output layer
(Figure 1). The neurons in the reservoir can conméth each other anthemselvedn the
internal reservoir and directly connect with theuno@s in the input and output layers. In
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addition, according to Jaeger [16], the connectainseurons directly from the input units to the
output ones and the connections of neurons withenautput units are allowed, meaning that,
the connections W of neuron in the reservoir caa bdeect link from input units to output units

passing through the reservoir [16].

The activation and update of the internal ur{ts+1) are conducted as follows:
x(n+1)= f(W"u( ne 1)+ W h+ W ¢ ) 1)

where x(n) andx(n+1) are the internal states of the reservoir at the i andn+1, respectively;
f()=(f1, &, ..., f)" are the activation functiony(n+1) is the input vector at the tinre+1; y(n) is
the output at the time; W", WandW**are weights for input connections, of the reseraoi
feedback connections, respectively.

The output of ESN is determined as follows:

y(n+1)= £ (W (u ned), e ), f ) 2

where, u(n+1) and x(n+1) are the input vectors and the states of reservoiheatimen+1,
respectively;y(n) is the output vector at the tinme W*"' denotes the weight matrix of output
connections anff"'is the activation function of the output units.

2.2. Procedure of the study

The study was done on Matf&D10. The procedure of this study includes theofuaithg
steps: data preparation, the architecture of EB&ltriaining of models and the estimate of the
reliability of the models.

2.2.1. Data preparation

Data used for this study are extracted from thelwete of Lang air quality monitoring
station, Hanoi, from 2003 to 2010, including th@oentrations of air pollutants (3ONO, NQ,,
O3, NMHC, PM, and TSP) and meteorological parameters (wind sped&ts, wind direction,
relative humidity — RH, temperature — T, ultravioladiation — UV, rainfall — RAIN and etc.).
Three air pollutants being SONO, and PM, were selected to evaluate the feasibility of EBN i
the development of a statistical forecasting mddelair quality in Hanoi, as they are closely
related to each other. The part of the data set 2603 to 2008 is used for training and the
remaining part, from 2009 to 2010, are used fairtgsInput vectors of the models include the
maximum values of the hourly concentrations ofpb#utants (S@ NGO, and PMy) of the day
and daily meteorological parameters (WS, RH, TRAMN). Data are set as follows:

(DATA) = (SO,, NG,, PMyo, WS, RH, RAIN, T). 3
2.2.2.Architectures of ESN
According to [16, 20], at present, the optimum nemts§ neurons in the reservoir is mainly
determined by the preliminary tests of researclzrd often in the range of 50 to 1000.

Preliminary tests of this study indicated that mivenber of neurons in the reservoir of models to
be developed in the range of 50 to 60 is the W¥kEen the number of neurons in the internal
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layer is higher than the optimum value (being 5thia case), the accuracy of forecasting results
is reduced like the change of neuron number intridditional ANN. However, the change of
reliability of ESN is very small compared with thatANN (based on the verificatory MLP). In
order to reach to the echo states of neurons inrékervoir, the magnitude of the largest
eigenvalue of the internal connection weight matrust satisfyNnad < 1 [16, 20]. Testes
showed thatA}a = 0.1 is the most suitable for the structureebdécted ESN.

The architecture of the selected ESN to build tredasting model in this studpnsistsof
one input layer with five neurons, one output layéh one neuron (the concentration of the
pollutant being predicted) and reservoir with 50noas.

2.2.3. Training of the models

The model to be studied was built based on the ar&tstructure defined in the previous
step. It is based on the structure of a standam &t consistsof 50 neurons in the internal
layer with spectral radius of weight matrix,JJ being 0.1; the input weight®/" are set
randomly between [-0.5, 0.5]; the reservoir weightare set randomly between [-1, 1]; and the
feedback connection weight&”** are set randomly between [-0.5, 0.5], thus engutfre
requirements of ESN according to [16]. For the figaiory MLP model, tests showed that the
structure of MLP giving the best results in thigdst includes three layers with the number of
neurons in each layer being 5 (input layer), 1@dban layer) and 01 (output layer). Both the
models were trained by the information on the refethip of the pollutant to be predicted and
meteorological parameters that are existed inrtiaihg data set. The training process of ESN
model is described by equation (1).

2.2.4. Estimate of the reliability of the models
The performance of the ESN and verificatory MLPeialuated based on statistical

indicators including mean absolute error (MAE), medsolute percentage accuracy (MAPA),
root mean square error (RMSE) and normalized raatmsquare error (nRMSE) as follows:

l N . .
RMSE= \/_Z( Qe - (;’*’Se’v)2 ’ nRMSEz%.lOO%'
N i=1 izciobserv
N i

i=1

1 J rel obse!
MAE =<3 |G - G| MapA=|1-—M2E 1000
i=l ; izcobserv
NG

pred bserv
)

where, N is time steps of the forecal is the

observed concentration.

is the predicted concentration a@f

3. RESULTS AND DISCUSSIONS

A number of preliminary tests were conducted teaethe suitable period of forecast.
Main criteria for the selection are that the perdgrediction is long enough (so that concerning
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authorities/people would have enough time to cojik thie negative change of air quality) and
the accuracy of prediction is acceptable. Obtaimstlts shown that, the performance of both
models are unstable when the time steps of forezasincreased. For example, for,S@ the
first step (day), the MAE is 2 ppb (and the MAPAatsout 86 %); in the third step, the MAE is
increased to 5.7 ppb; and in tHédnd 7" steps, the MAE is relatively stable with the valué

5.8 ppb and 5.3 ppb, respectively. However, ifthmber of time steps is continued to increase,
the error of the forecasting results is high anstaivle (in the 10step, the MAE is 11.6 ppb). In
addition, the MAE of the models being studied canrfzreased up to 30 ppb and their accuracy
can be lower than 50 % in the cases of the higlatian of the pollutant concentrations.
Therefore, the period aevendays for the forecast was selected for this study.

3.1. SQ forecasting

The concentration of SQAs the first parameter selected to evaluate b&@N Bnd MLP
models with the experimental stage of 90 days fitls¢ quarter of 2009) and the forecasting
period of seven days. The variation of ,30Oncentration of 90 days in the first quarter @92 is
shown in Figure 2.
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Figure 2.The variation of S@Qconcentrations measured in the first quarter 6620

It can be seen from Figure 2 that, there are twb pieaks of S©concentrations, from"8
day to 18 day and from 88day to 9¢' day. In the remaining time, the concentration$6%
are relatively stable. The forecasting results 8NEand MLP models are presented in Table 1.

Table 1.Comparison of forecasting results between ESNNIE.

Fﬁ{;ﬁ;}'s”g Model | RMSE, (ppb) | nRMSE, (%) | MAE, (ppb) | MAPA, (%)
© Jan.02-08, MLP 6.5 31.7 4.8 80.7
2009 ESN 4.8 23.4 3.9 81.1
'Feb.15-21,] MLP 7.3 57.6 6.9 455
2009 ESN 4.9 38.3 4.4 65.7
) Mar.01- 07,| MLP 5.2 355 4.3 70.5
2009 ESN 4.7 32.7 4.1 71.8
™) Jan.08 - 21, MLP 8.5 27.8 7.1 76.5
2009 ESN 9.0 29.3 7.7 74.7

Note: “ no high fluctuation of concentratiorfs) high fluctuation of concentrations.

The results shown that, mostexperiments, the MAPAf ESN with the range of 65.7 %
to 81.1 % is better and more stable than that oPMLhese results are also in the same range
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with those of other studies [12, 13]. For exampiethe stage of Feb. 15 to 21, 2009, although
there was ndiigh fluctuationof SO, concentrations, the MAPA of the MLP was down ttohe

50 %. The nRMSE and MAE of MLP model in this staggre 57.6 % and 6.9 ppb respectively
while these values of the ESN were 38.3 % addopb, respectively

According to [1], the traditional ANNs are not wedldapted in the cases of high
fluctuations of the pollutant concentrations. Tlere, the stage of Jan. 08 to 21, 2009 (14 days)
with the high fluctuation of S©Oconcentrations was selected for testing. The cosma
between the forecasted concentrations of 8Gne by both models and measured ones is
presented on Figure 3. Obviously, the forecastergopmance of both ESN and MLP models is
improved positively in this case and can be comsidi¢o be the same. The MAPA of MLP (76.5
%) is slightly higher than that of ESN (74.7 %).Wwver, the maximum deviation of ESN is
17.2 ppb, smaller than that of MLP (20.4 ppb) ia " day of that stage. The trends of both
models are quite consistent with the reality.
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Figure 3.Comparison of forecasted and measured concentsatioBQ in the case of the high fluctuation
(Jan. 08 to 21, 2009).

It can be seen from the above results that, inrgérghe predicting performance of ESN
for SG, is better than that of MLP, but not much. In aiddit the results of a long period (14
days, from Jan. 06 to Jan. 19, 2009) confirm thatstability of forecasting results is highly
dependent on the number of time steps. To evathetgoint in a more comprehensive manner,
the performances of both models were tested for &d PM, in this study.

3.2. NO, forecasting

Due to some technical problems, from the middldariuary, 2008 to the end of 2010,
NO, was not measured at the Lang station. It meartsithéhe data set of this study, data of
NO, concentrations in this stage are missing (notlawig). Therefore, for this pollutant, data
set from 2003 to 2006 is used for training and datarom 2007 to the end of January, 2008 is
used for testing. Figure 4 represents the compatiween the forecasted concentrations of
NO, done by ESN and MLP models and the measured amedifferent stages in the study.
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Where, (a) is a stage with the stable fluctuatibiN®@, concentrations; (b) and (c) are stages
with highly fluctuation of NQ concentrations. The performance of ESN model Inttake
experiments is better than that of MLP model. Naneh the stage with the stable
concentrations of NO(Figure 4a), the MAE is 14.3 ppb for ESN model|le/tibeing 18.0 ppb
for MLP model. For the cases with the high fluctoratFigure 4b and 4c), in the stage from Jan.
6 to 12, 2007, the MAPA of the MLP is 69.1 %, stighhigher than that of ESN model
(62.2 %). However, it can be seen from Figure 4, tthe trend of forecasted concentrations of
the ESN is more consistent with the measured thata that of MPL. In the period of 10 days
(from Jan. 24 to Feb. 02, 2007) with the complexnges of N@concentrations (Figure 4c), the
accuracies of ESN and MLP in terms of statisticaligators are the same; the MAE of ESN
model and MLP model are 18.6 ppb and 18.8 ppbectsly. And, similarly to the stage of
Figure 4b, ESN model forecasts the trend of comatahs better than MLP model do. In
addition, these experiments one again confirms thataccuracy of forecasting results depends
on the length of time steps. The reliability is @ased when the number of time steps is
increased, and the best reliability is obtainethanperiod ofhe first day to third dayHowever,

in the prediction period of seven days, the acqudcall studied experiments is over 60 %,
which is acceptable and in the same range withestyd3 - 15] but slightly lower than that of
Stanislaw Osowski and Konrad Garanty (the averag& i 8.5 ppb) [12].
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Figure 4.Comparison of N@concentrations predicted by both models with messdata
[(a) Jan. 02 — 08, 2007; (b) Jan. 06 -12, 2007J40) 24 — Feb. 02, 2007].

It can be seen that, the prediction of both moét@isNO, is lower than that for SQthe
maximum average accuracy is only 72.7 % for ESN @ad % for MLP. This may be
explained that, the change of NEncentrations in the air is extremely complex [#ierefore,
meteorological parameters only may not be enouglitimformation for the prediction of NO

3.3. PMy, forecasting

PMyq is a typical air pollutant and closely related3@, and NQ. Like SQ, there was a
high fluctuation of PMy concentrations in the stage of 09 to 21 Janud§92However, the
experimental results of all studied stage showntti@total performance of ESN is much better
than that of MLP. The average accuracy is 83.8 ¥%HSN and 77.6 % for MLP. Their
maximum accuracy is 88.9 % and 80.5 %, respectivetych is slightly higher than that of the
study [12] (the average error is in the range oL11346 to 21.53 %). Figure 5 also indicates that
the ability of ESN is better than MLP in terms wdrtd forecasting. Even for the period in which
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the accuracy of MLP is the best (Figure 5), thedref PM,, concentrations predicted by ESN
has better correlation with measured data than MLP.
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Figure 5.Comparison of Pl concentrations predicted by both models with mestksdata
(a) — Stage in which the accuracy of ESN is thédxit) (88.9 %);
(b) — Stage in which the accuracy of MLP is thghleist (80.5 %).

4. CONCLUSIONS

ESN model proves to produce the good results ofigtien in terms of the trends and
values. In almost experiments of this study, therage accuracy of ESN with the forecasting
period ofsevendays is over 70 % which is in the same range afynmgher studies in the world.
ESN has more advantages than MLP including simgiiericture and less free parameter than
MLP, smaller quantity of calculation and shortendi of calculation, better adaptation in the
cases of highly change of pollutant concentratitvester forecasting of the trends of pollutant
concentrations. Therefore, ESN is a promising aas$ible tool to build statistical forecasting
models for air quality, not only for Hanoi in paxlar but also for Vietham in general. In
addition, ESN model can be used to fill in the migsmonitoring data of air quality. This is
very important in the standardization and use ofjaality data for environmental protection.
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Hanoi, for this study.
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TOM TAT

NGHIEN CUU UNG DUNG MANG TRANG THAI PHAN HOI
DE DU BAO CHAT LUONG KHONG KHi

Mac Duy Hrng', Nghiém Trung Bing” "

Truwong Pai hoc Kj thugt Cong nghép Thai Nguyénduong 3-2, Tich kong, Thai Nguyén
*Truong Pai hoc Bach khoa Ha B, s6 1 Dai Co Viét, Ha Nji

"Email: dung.nghiemtrung@hust.edu.vn

Mang trang thai plan hoi (Echo State Network -ESNJE dugc nghién ¢u ang ding dé xay
dung mé hinh d béo clat lugng khong khi i thanh pld Ha Nvi vé6i chu ky 07 ngay, da trén
mbi quan & phi tuyén giita ng d6 caa chit & nhém cin dr bao va cacdu t khi trong. Ba
(03) cHit & nhEm gdm SQ, NO, va hui PMyo dé duoc hra chon. Dir liéu dao to va dr lidu kiém
traduoc trich xuit tir by di liéu chit luong khodng khi ga tam Lang, Ha Ni, tir 2003dén 2009.
Viéc dr bao ing md hinh ESNiwgc so sanh & md hinh MLP (Multilayer Perception). &
qua cho thiy, trong Hiu hét cac thre nghém, khi niang dr bao @a md hinh ESNtéu tot hon mé
hinh MLP \& mat gia ti ciing nhr tinh trong quan @a xu tté dién bién nbng do. Gia ti RMSE
trung binh khi ¢ bédo SQ@ cia ESN va MLPwongtng la 5,9 ppb va 6,9 ppBdi véi PMyq, d6
chinh x&c trung binhue ESNdat 83,8 % i MAE la 53,5ug/n?, trong khidé MLP ch dat
77,6 % Wi MAE la 68,2ug/n?. Véi théng $ NO,, d6 tin cdy cia ESN va MLP latong duong
nhau,dé chinh xac @a ¢ hai mé hinhkiéu nim trong khang tir 60 %dén 72,7 %. Diéu nay cho
thiy, cong @ ESN |a nét husng di mai, trién vong dé xay drng mé hinh d bao tldng ké clit
lwgng khdng khi.

Tir khéa: dy bao, clit lugng khoéng khi, ESN, MLP, ANN, Ha i Viét Nam.
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