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ABSTRACT

This paper presents a new scheme using 2-D aredsadfcross-point regions which are a
new part in the theory of cross-point regions. Wlising cross-point regions we need to
determine the rule of building cross-point mapss takes a long time and a big space for
storing these maps, this also brings about not hligmpression ratio when using one
dimensional cross-point regions because many coatel of data points need to be saved for
decoding. When these 2-D areas with new featuresused, the scheme of 2-DICRIC (2-D
Ideal Cross-point Regions for lossless Image Cosgiwa) for losslessly encoding and
decoding images is used to get higher compressitim. iThe base idea of this method is the
effect of Gray coding on cross points. Before Gecagling, data sets of cross points are
determined, they are called the ideal cross pagions (ICRs). After Gray coding, these
regions always contain only 1 bits or O bits defegan the number of bit plane after the
operation of bit plane decomposition. With the elcteristic of images, grey values do not
change much in a specific area, especially in naditages which have many regions with the
approximate grey levels, the theory with these 2di@as has important effects on the
compression ratio when encoding and decoding psesesf lossless image compression for
data transmission are proceeded. The scheme capptied for lossless images compression
and cryptography.

Keywords:Gray codes, ideal cross-point regions, bit plareeoohposition, probability of bits.

1.INTRODUCTION

This paper is a development of the papers [1,&]hesented the definition of cross points
and one dimensional cross-point regions, the pitpos of bit states of cross points and the
consequences about entropy of obtained data ire thesss-point regions after Gray code
transformation. This paper gives more effect of yGeading on the calculating process of
probability of bits when 2-D areas of ideal croggapregions are built to use in the new scheme
— 2-DICRIC.

Cross points are neighbor points around the poihgsey levels 2which may or may not
exist in data of images. The original data pointosge values are less thahhave bit states
much different from those of the data points grethten or equal to"43, 4]. The changes of bit
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states for Gray coding are studied by the conipbst[5 - 9], however the number of bits and

the distribution of these bits of Gray codes initteal cross-point regions are not mentioned yet.
This leads to a new scheme for data compressiandata are arbitrary, but in ideal cross-point
regions the change of bit states are systematiabermined after Gray coding, so the

probability of data bits in ideal cross- point @ is maximal. Finding out cross-point regions
for the scheme is very important because it affdots compression ratio via the space for
storing the map of cross-point regions, the smalter size of this map, the higher the

compression ratio. Generally, 2-DICRIC uses theopytcoding to losslessly compress images,
there are two steps: modeling and coding. In tke sff modeling the theory of cross-point

regions will provide 2-D areas of ideal cross-peadions before Gray coding [10] with the map

of these regions, then other operations are carigid such as Gray coding, bit plane

decomposition. After these steps we have the laihgd with the map of ideal cross-point

regions, that means 2-D areas of data bits odiffegent bit planes depending on the values of
2" which are the central values of ideal cross-pagtons. The probability of data bits in these
areas will be optimized for the step of coding \khirses some algorithm like arithmetic coding
to get a codeword for all of the bit planes of imag

This paper has eight sections. After this intromutthe section 2 discusses the related
works — the theory of cross-point regions with 1dieéng used for lossless image compression,
the disadvantages, and the development from ICRsO@reas of ICRs for the new scheme in
this paper. The section 3 mentions the definitibaree dimensional ICRs, the proposition about
the characteristic of Gray codes of cross poihis, gection also presents the bit states and the
probability of bits in ICRs. Therefore, this sectialescribes the theory used in the step
“modeling” of entropy coding [8]-[11]. The codindgarithm in the entropy coding is Jones’
[12] with the supplement of calculating frequendi#3]. Section 4 gives the new concept on
effective ideal cross-point regions which is usedtild 2-D areas of effective ICRs for the
scheme. Section 5 presents the concept of 2-D afd@Rs, the way to apply these areas to the
scheme, and its role in the theory of cross-pagians for image compression. The section 6
introduces the scheme of 2-DICRIC (2-D Ideal Chossit Regions for lossless Image
Compression). This scheme is an entropy coding thighideal cross-point regions used in the
step “modeling”. In the section 7, some resultsamigd from using the theory above are
presented in comparison with the other methodsrdkelts of the previous algorithm of ICRIC
[14], Advanced Encryption Standard (WinRar 9.0)][&4Bd lossless wavelet transform (JPEG
2000) [16]. The section 8 is the conclusion andstape for future researches.

2.RELATED WORKS

The scheme of 2-DICRIC is developed from the atgariof ICRIC which used normal
ideal cross-point regions (ICRs). The related wankghe contributions [1] and [2] give us the
concept on ICRs from which we improve to get 2-Baarof ICRs applying for the new scheme
2-DICRIC in this paper. The definition, propositjiand consequence for ICRs in [1] and [2]
being mentioned in the section 3 below are not thkdite same as the origins in [1] and [2],
they are modified for the purpose of developing $0B get 2-D ICRs with their effective
widths and building the scheme of 2-DICRIC in thaper.

There are three things which need to be presentethke us understand the process of 2-
DICRIC, they are the definition of ICRs from whaewan determine the set of pixels in the
certain range of grey values, the proposition bEtate giving us the existence of 0 and 1 bit in
ICRs before and after the Gray coding, and the emumsnce presenting the ability to decrease
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the entropy of new data points on bit planes. Cnhe advantages of ICRs is that it can give
us the ability to encode the regions including aedgfeobjects in images which have obstructed
the process of compression for traditional schemes.

However, with many ICRs in a scan line, and marandine in an image, each ICR needs
two pixels for marking, one pixel for the startingd the other for the ending of the ICR, i.e.
four coordinates for these pixels, this makes ihe sf cross-point map for compressing and
decompressing bigger, this affects the compressitio and the time for compressing and
decompressing. The effective ICR gives us the tgbib aggregate neighbor ICRs to build
areas of ICRs with only two pixels needing to be'ked in the cross-point map. This makes
the size of cross-point map decrease.

The next section gives the concept on normal ICRg&hvare used to develop to get
effective ICRs and then 2-D areas of ICRs for ttleeme 2-DICRIC in this paper.

3.IDEAL CROSS-POINTREGIONS AND BIT STATES

The definition of ICRs, the proposition of bit &atin ICRs, and the consequence about the
entropy of data in ICRs here are extracted in thaributions [1] and [2] but not exactly the
same.

Definition 1. Given the bit depth of data points N, the ideaksrpoint region (ICR(n, p),
where n is from (N — 1) down to 1, and p is froto b, with n> p, is a set of points grey values
of which are among (2= 2'P) and (2+ 2"" - 1). The data point having valug (& existing) is
the central point of that region, and the vallissZalled the boundary value of region.

With Definition 1, the values of points in ICRs @nghe set
Vy(n,p) ={2" —2""P, .., 2"+ 2P -1} Q)

The valuen is the exponent of boundary valu€’s the valuep gives the range of ICRs,
that means the number of bit planes are used todend he number of the bit plane for data
bits compression imfp). Moreover, the se¥a(n, p can be regarded in two group&; (n, p
andVaq(n, p with Va (n, p ={2"- 2", 2"- 2" + 1, ..., 2 -2, 2 -1}, andVa 4(n, p = {2",
2"+1, ..., 2+ 272, 7'+ 2"P—1}. These sub regions are very meaningful duecstate of bits
inside.

For example, when = 3,p=1,VA(3, 1) ={2*-2**, ..., 2+ 2*'-1}={4, 5,6, 7, 8, 9, 10,
11}, at that time  Va(3, 1) = {4, 5, 6, 7}, andVA 4(3,1) = {8, 9, 10, 11}. In this case, the
boundary 2 exists explicitly. So, data points in the regh(3,1), from 4-7, i.e. 27,..., 2-1,
are expanded under the form of a polynomial ofw@das the following:

0.2+1.2 1+ x. 22+ x.2 (2)

The data points in the regidfng (3, 1), from 8-11, i.e. 2..., 2+2°7—1 are expanded by
the following polynomial:

1.2+0.21+x.22+ x.2, (3)

where xis 1 or 0.
After Gray coding, (2) and (3) become (4) and {&3pectively:
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0.2+1.2 1+ x. 2%+ x.2, (4)
1.2+1.2 "+ x. 2%+ x.2, (5)

where xis 1 or 0.

Equation (5) shows that the regivi, (3, 1) on bit plane 2 (= 3- 1) contains only 1 bits
From (4), we can see a similarity to the regin(3, 1). By combining (4) and (5), the region
VA (3, 1) on the bit plane 2 (= 3- 1) contains onlyits.

Let us continue witlV, (3, 2). Whemp is 2, the data points in the regigr (3, 2), from 6-
7,i.e. 2-2°% 2*-1 are expanded in the form of a polynomial of xli

0.2+1.2M+1222+x.2 (6)

The data points in the regidfyg (3, 2), from 8-9, i.e. 2 2*+2°>-1 are expanded by the
following polynomial:

1.2+0.21+0.22+x.2, (7)

where xis 1 or 0.
After Gray coding, (6) and (7) become

0.2+1.27"+02°%+x.2, (8)
1.2+1.271+0.222+ x.2. (9)
Equation (8) shows that the regid, (3, 2) on the bit plane 1 (= 3-2) contains only O
bits. From (9), we can see a similarity to the eadiq (3, 2). By combining (8) and (9), the

region Vx (3, 2) on the bit plane 1 (= 3-2) contains onlpi®s. The proposition below
generalizes these bit states.

ni2* [ 772" | 6s2% | 52° | 472 | 3/2° | 2/22 | 142
np=6 n-p=>5 np=4 n-p=3 np=2 np=1 np=0

1 64-191 | 32-95 16 - 47 §-23 4-11 2-5§ 1-2

5 np=5 np=4 np=3 n-p=2 np=1 np=0

~ 96-159 | 48-79 24-3 12-19 6-9 J-4

np=4 np=3 np=12 np=1 np=0
112-143 56 -71 2835 14-17 7-8
np=3 np=2 np=1 np=0

4 120-135 | 60-67 30-33 15-16
5 np=2 np=1 np=0
- 124-131 | 62-65 31-32
np=1 np=0
© | 126129 | 63-64
- np=0
! 127-128

Figure 1 Ranges of 8-bit values in ICRs.
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Figure 1 presents the ranges of 8-bit values & gaints in ICRs from the bit planas- (
p) 6 down to O for all central values from ® 2. Actually, with the scheme of 2-DICRIC
these data values for ICRs could not be used Hirbetause of the dispersion of the starting
points of ICRs, they themselves need to be groupeorder to form ICRs with effective
widths, and then these regions become cores facieme of 2-DICRIC.

Proposition 1. Given the exponent n of the boundary vallén2the regionA,(n, p), with n
from (N — 1) down to 1, p from 1 to n, ancmp, N is the bit depth of data. Gray codes in the
regionA,(n, p) always contain 1 bits (when p = 1) or O bits (ifiertwise) on the bit plane (n -

p).

Proof of Proposition 1.

From Definition 1, with a value af from (N — 1) to 1 and = 1, the values of data points
in Ay(n, 1) are from (2- 2" to (2'+ 2" -1), so they can be written under the form of
polynomials of radix 2 (10) (for data points inV,;) and/or (11) (for data points W, ¢ as the
followings:

0.2 "1+ . 40.2"+1.2" 1+ x.2"2 + . +x.2% (10)
0.2N"1 4 402" 4+ 1.2" +0.2" 1 4 x. 272 4 .. 4+ x.20,

where x are 1 or 0.
After Gray coding, (10) and (11) become (12) arf®) fespectively:

0.28N"14+ 402"+ 1.2+ x.2"2 + 4+ x.2°,(12)
0.2N-1 4 4+0.2M1 4 1.2 4+ 1.2 4 . 272 s 4 . 20,

By combining (12) and (13), we can see the redigin, 1) on the bit planer-1) always
contains 1 bits.

For example, when = 3, the boundary value i§,2A0(3, 1)={4,5,6,7,8,9, 10, 11}.
After Gray coding, the Gray codes of those valuesta7, 5, 4, 12, 13, 15, 14 respectively, all
of them have 1 bits on the bit plane 2 (= 3 — hisTffects the process of compressing because
the probability of 1 bit in those ICRs is alwaysahd the probability of O bit is always 0.

Whenp =2, 3, ..., omn, the values of data i, (n, p are from 2-2"P)to (2'+ 2"° -
1), so they can be expanded by (14) and/or (15):

0.2N"1 4 402" +1.2" 14 1.2" 2 4 412" P 4+ 4x. 2" P 1 4 x. 21 4+ x.20,
(14)

0.2V 14 402" 4+ 1.2 4+0.2" 1 4+0.2" 2 4+ ..+ 0.2"P 4 x 2" P71
+ ot x.21+x.2°, (15)

wherexis 1 or 0.
After Gray coding, (14) and (15) become
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0.2N-1 4 4+0.2"4+1.2"140.2"2 4 . 4+0.2"P 4 x. 2P 14 4 x.21 4+ x.20,
(16)

0.2N 14 402" 4 1.2+ 1.2 14 0.2 2 4 . 4+0.2"P 4 x. 2P 14 4
x. 2 + x.2°. a7

Equation (16) indicates that the points satisffgson the bit planern(- p) are always 0
bits. By combining (16) and (17), the regidg(n, p on the bit planen(— p) always contains 0
bits too.

For example, whem = 3,p = 2, we haveé, (3, 2) = {6, 7, 8, 9}, Gray codes of these
decimal values (5, 4, 12, 13) have 0 bits on thelahe 1 (= 3 — 2).

This statement is favorable for the process ofnaigtng the probability of data bits in the
schemes of lossless image compression, especidhyg istep of modeling of entropy coding.

Consequence 1After Gray coding, the entropy of data obtaineth& ideal cross-point regions
A, on a certain bit plane is minimum.

Proof of Consequence 1.

We can see in the ICRs(n, p) on the bit planentp) before Gray coding, the probability
of 1 bit and O bit are random, therefore the entropthe bit string iH = -P(1). log, P(1) -
P(0). log P(0) > 0.

After Gray coding, these ICRs contain all the séme (1 bits or O bits), so the probability
of 1 bit in the regions is 1, and the probabilify0dit is 0 there, and inversely depeding on the
number of bit plane being estimated. This is whey é¢htropy of bit string is alwayd = P(1).
log, P(1)- P(0). log P(0) = 0, i.e. the average information of theseargiis O.

4. EFFECTIVE IDEAL CROSS-POINTREGIONS

Let w be the width of an typical ICR whose coordinatestarting point and ending point
are (%, Ys) and (%, Y¢) correspondingly, of courseg¥ Ye. We havew = X, - X+ 1, this
valuew expresses the maximal number of cross pointseani@R we can use generally, i.e. the
number of cross points satisfying (1) of the whidd&®. In practice, depending on a concrete
scheme we can use this ICR with the different cptscef width, i.e. the number of cross
points in ICR used in the scheme may be differeoinfanother scheme. The concept of
effective width of ICR is defined as the following.

Definition 2. Let w be the width of an ICR being estimated. €ffective width w of that ICR

is avalue in [1, w], i.e. ¥ w, < w, and determined by the concrete conditions efstheme.
The ICR with effective width wlike that is called the effective ICR.

This definition gives a capability of using the Widf an ICR depending on the idea of
algorithm we want. Concretely, when we use entioss-point regions in [11] with cores being
ideal cross-point regions inside, we have the &ffeavidth of ICRs from 1 to 2 points
around the central valué, 2 is the exponent of the central value, grid the factor to gain the
range of encoding like in Definition 1.
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In the scheme ICRIC [14], we use the ICRs with effective widthw, being the whole
width w of ICRs on scan lines, each ICR is individual wathers while being encoded. This is
an advantage over other schemes when we overcost&ctds on compressing edges of object
on images, especially medical and multiple detaifedges. But, there is a difficulty for this
scheme when it has a big map of ICRs for encodimtj @ecoding, this brings about low
compression ratio.

In this paper, we propose the effective width ofl@R in the relation with the ICRs
above and below it, i.e. ICRs in different scaresinThe effective widthv. is determined
flexibly but in the range ¥ w, <w. This helps us build up big 2-D areas of effect@®@&s on
the different scan lines, and each 2-D area withynedfective ICRs like those is encoded at
the same time. This can give higher compressian, raspecially for medical and multiple
detailed images. The next section presents theaddthgain 2-D areas of effective ICR in the
relation with other ICRs.

5. 2-DAREAS OF IDEAL CROSS-POINTREGIONS

Definition 3. The area of ideal cross-point regiokR(n) is a rectangle consisting of effective
ideal cross-point regions with the same widthsathat the number of cross points in the area is
maximal.

By this definition, there are many effective ICRstihe areaAR(n), they may not be the
whole ICRs, that means these effective ideal cpodst regions may not consist of all cross
points of the ICRs being estimated. From Definitiowith Fig. 1 and Proposition 1 in Section
3, we can see the ICRg(n, 1) have much significance because they includéhalremaining
ICRsAq(n, p). So, the areAR(n) is built by effective ICRs of these ICRg(n, 1). Concretely,
suppose that after finding out ICRg(n, 1), we see a coarse area of effective ICRg {{%),
(X2, Y2)}, where (X, Y1), (X3, Yy) are the coordinates of left-top point and rigbttbm point
of this rectangle.

The number of cross poimig; in the effective ICR in the above coarse area of ICRs is
Wei <= (X, - X1+ 1). Then, the number of cross poifs in that coarse area is

— vY2-Y+1
cCP — Zi=0 Wei,

Wherchp <= (X2 - X+ 1)(Y2 -Y.+ 1)

In practice, we want to look for the arBR(n) as large as possible from the effective ICRs
within it, i.e. from the left-top point at the calnate (X, Y;) we have many coarse areas
AR(n) because of the ability to append effective ICRg¢t the largeAR(n), and we must
choose one rectangle for the largaf(n). Call Q the number of cross points in the area we
want to select from the coarse areas above, wetnaminpute as follows

Q=max {Qcp1, Qcp2, .., Qcpiy ---}- (19)

Finally, the area of cross-point regions determimgthe center value'2R(n) is

ARN) ={(X1, Y1), (X2, Y2)}, (20)

with the rule (19) for the eventual coordinates, (Xi), (X2, Y2).
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In the areaAR(n) every data points satisfy the characteristickC#s, i.e. their grey values
lay in the range (1). This plays an important inleur scheme of lossless image compression,
2-DICRIC. Instead of using whole individual ideabss-point regions on each scan line to
optimize the probability of data bits, we use theaa of effective ICRAR(Nn) to do this on all
bit planes §-p) whenp =1, 2, 3, ...n.

For the scheme of the paper, the 2-D areas of @eak-point region8y(n, 1) need to be
found out, and we call them areas of effective IGHsEch can be used for optimizing
probability of data bits in them at one time insted using data bits in cross-point regions
themselves on each scan line at different times. dlgorithm to look for these areas is also
presented in the next section. This can reducesittes of cross-point map and increase the
compression ratio.

In practice, if we use cross-point regions for lessly compressing data part of the file of
image we can get high compression ratio withountiag the header of that image file and the
map of cross-point regions. When we count them,cibrapression ratio for the whole file
becomes worse because of the big size of the ma&pos§-point regions. That is the reason
why 2-D areas of ideal cross-point regions arethuilget higher compression ratio for the
whole file of image, and this ratio is really imgamt when estimating a scheme for data
compression.

6. SCHEME OF 2-DICRIC FOR LOSSLESSIMAGE COMPRESSION

Figure 2 presents the scheme of 2-DICRIC for imammpression (a) and decompression
(b) generally . With the process of compression €arh step is numbered according to the
sequence of the scheme, we have 6 steps from 1Tbesfirst step, Step 1 (Areas of Ideal
cross-point regions) looks for 2-D areas of ideaks-point regions where we can optimize the
probability of data bits. Grey values of data pwiint these regions satisfy (1) for ICRs. Step 2
(Cross-point map) will establish the map of the 2@as of ideal cross-point regions. Notice
that with each central valué @e have many different ideal cross-point regidg®, p on bit
planes -p), and so many areas of these regions, in those ave encode data bits. This step
evaluates and ignores small 2-D areas of idealsquosit regions containing 1, 2 or 3 data
points in each ICR depending on the number of laihe (-p), these areas don't affect much
the compression ratio of processes of coding ambdieg. The third step, Step 3 - Gray
coding, makes Gray code transformation [3]. StepBit plane decomposition decomposes
image data into separate bit planes that are nweddeom O toN-1, the number of bit planes
depends on the significance of bits, whires the bit length of pixels of image. The nexipste
Step 5 - Optimizing probability, calculates the lpability of data bits outside ICRs and
optimizes probabilities of data bits in the areb#CiRs by Proposition 1. This optimization is
based on the cross-point map in Step 2, and impiezdean Step 6 to compute frequencies of
data bits. The last step, Step 6 - Coding, use® sdgorithm in the process of entropy coding,
like arithmetic coding. With the experimental resuhchieved in the next section, we use
Jones’ algorithm [12]. The process of encoding @étashould be carried out from the most to
the least significant bit planes because of thd@anof data on the less significant bit planes.

Therefore, this scheme is a process of entropyngodith two stages: modeling (from
Step 1 to Step 5), and coding (Step 6).
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Areas of Ideal Cross-point Gray Bit plane Codi
i ‘ : o z
cross-point regions map coding —> decomposition —> oding
1 2 3 4 s N
Optimizing
)
“| probability
5
(@)
: Bit plane Gray
Decoding || o > : 3
eeodng composition Decoding Image
2 3 4 3
Cross-point
map
1
(b)

Figure 2.The scheme of 2-DICRIC with two processes - (an@ession - (b) Decompression.

With the process of decompression (b), there ateps numbered from 1 to 5, and in the
opposite with the process of compression. In tlegss, the cross-point map is very important
for the scheme, we use it to locate the 2-D aré#SRs where we optimized the probability of
data bits in the process of compression.

To obtain the coarse areas of ideal cross-poinbmegwvhich are “rectangles” from many
scan lines of cross-point regions, we need to geflection 4 via the procedure to get the
cross-point map of the 2-D areas.

Horizontally, we omit cross-point lines which ao® tshort. The results may be illustrated
by Fig. 3 as the following.

Figure 3. Results of omitting short cross-point scan lines.

—

(@ (b) (c)

Figure 4.2-D areas of ideal cross-point regions with tisales.
Actually, it is difficult to get areas of ICRs asctangles, we must ignore many parts of

ICRs, or small ICRs, or ICRs alone from othershia tompression processing. We can accept
the shape of 2-D areas flexibly by getting pos#iof data points for the map. For example, we
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have an area of ICR like in Fig. 4a. At that tiramss-point regions create straight lines in Fig.
4b, these lines are considered as sides of sma@tangles in Fig. 4c, in order we save
beginning points and ending points to compresdes. fi

7.EXPERIMENTAL RESULTS

Table 1 presents the results when the images irbFage compressed by the scheme of 2-
DICRIC. The compression ratio used here is the fagitween the image file including header
of original image and the file of image compressafith these results we can see that the
scheme of 2-DICRIC is good at images in which theme many same grey levels, especially
medical images containing backgrounds with not ndifferent grey levels.

Table 1.Experimental results of 2-DICRIC compared withestmethods (for whole image file).

AES
Images Size 2-DICRIC ICRIC [14] | (Win RAR 3.40) | JPEG 2000
e [16]
Chest 256 x 256 1.82529.1 1.70347:1 15731 12431
Chestl 512 x 480 1.08693:1 1.90962:1 16731 11877:
Chest2 512 x 480 1.00227:1 1.81781.1 14571 11874:
Chest3 512 x 480 2.36946:1 2259951 22011 21268:
Chesta 512 x 480 2.01013:1 1.93215:1 1.7281 11922:
Joint 512 x 400 2.18503:1 2.07995:1 1.932:1 22051
Couple 512 x 512 1.66307:1 1.61817:1 14271 1513:
Frog 621 x 498 1577931 1.55513:1 2 121.1% 12171
Lena 512 x 512 1.66024:1 1.61457:1 1.567:1 1.752.1F
Mandril 512 x 512 1.25378:1 1.23687:1 1.206:1 129
Mountain | 640 x 480 1.49581:1 1.49086:1 1.520.1" 711
Zelda 256 x 256 1.88730:1 1.72553:1 15111 1.603:1

* These results are better than those of 2-DICRIC.

The algorithm of the scheme of 2-DICRIC here udwes fourth-order estimate of the
source entropy [10], so there are 3 neighbor Hitthe bit being encoded, they are chosen
beforehand. We can take a different order estimepending on the key we use in the scheme
of encoding and cryptography. Notice that the v@ueves the number of bit planes-|) on
which we encode the bit stringjs from 1 ton. Table 1 gives the results with a typical value of
p, p = 2. From the results in Table 1 we can see theresults of the scheme of 2-DICRIC are
better than those of the old ICRIC when we do rs& 2-D areas of ideal cross-point regions.
On the other hand, if using this scheme ICRIC #sliessly compress medical images (Chest,
Chestl, Chest2, Chest3, Chest4, Joint) we almdatrohigher compression ratios than other
algorithms like AES (Advanced Encryption Standdfd®] used in the software WinRAR, and
JPEG 2000 using lossless wavelet transform [16]thWihotographic images (Mandrill,
Couple, Lena, Zelda, Frog, Mountain), the schem-8fiICRIC may give better or worse
results than another methods. This depends omtlgses of each method.
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Figure 5.Images for experimental results
(a) Chest, (b) Chest 1, (c) Chest 2, (d) Chest)3Chest 4, (f) Joint,
(g) Couple, (h) Frog, (i) Lena, (j) Mandrill, (k) dintain, (I) Zelda.
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Table 2.Experimental results — Compression and Decommnessne of 2-DICRIC and ICRIC.

2-DICRIC ICRIC [14]

Images Size Compression| Decompression Compression | Decompression
time (sec) time (sec) time (sec) time (sec)
Chest 256 x 256 0.17 0.16 0.16 0.13
Chestl 512 x 480 0.56 0.48 0.59 0.50
Chest2 512 x 480 0.58 0.50 0.59 0.49
Chest3 512 x 480 0.56 0.52 0.60 0.50
Chest4 512 x 480 0.57 0.49 0.60 0.48
Joint 512 x 400 0.48 0.41 0.49 0.40
Couple 512 x 512 0.63 0.55 0.66 0.53
Frog 621 x 498 0.74 0.65 0.77 0.63
Lena 512 x 512 0.62 0.52 0.65 0.53
Mandrill 512 x 512 0.66 0.54 0.69 0.56
Mountain 640 x 480 0.75 0.65 0.77 0.63
Zelda 256 x 256 0.16 0.13 0.16 0.13

Table 2 gives the results of two schemes - 2-DIC&i@ ICRIC, with two parameters: the
compression time and the decompression time. Togrgm for 2-DICRIC uses the computer
with the configuration as the followings: CPU Ii{ie) Core (TM) i7-3770 3.4 GHz, Memory
8.00 GB (3.47 GB usable), HDD 750 GB, the operasipgtem of Windows 7 Ultimate 32 bit.
From these results we can see when 2-D areas af @less-point regions are used, the
compression ratio is better than this when onlgs#oint regions being used. This is because
we use many more cross-point regions for modelm¢CiRIC. This brings about the cross-
point map is bigger, so the compression ratio foole files with ICRIC is worse than this with
2-DICRIC. On the other hand, the compression tiff2-BICRIC is almost shorter than this of
ICRIC.

The encoding process here uses Jones’ method [ff2]same supplementaries in [10].
This algorithm is like the arithmetic coding buingsintegers for processing. At the moment,
the program for deploying the scheme 2-DICRIC agn8tbit grey images of bitmap file
format.

The images restored must be identical to the algimages. This problem is strictly
carried out by comparing the original image witle image decompressed for every pixel
because of the characteristic of lossless imaggession or cryptography.

8. CONCLUSION
The new scheme of 2-DICRIC and some results arsepted. This scheme with 2-D

areas of ideal cross-point regions is now the nawqf the theory of cross-point regions which
is mentioned in [11], and [14]. It has illustratideé use of the theory of cross-point regions with
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optimizing probabilities of data bits only in theD2areas of ideal cross point regions with
Definition 3, presenting the rule to determine &h2sD areas. In this paper, we have used ideal
cross-point regions on bit planeas { p), this is the development from [1]-[2], and [1114].

We may choose the number of bit planes-(p before encoding, that may make the
compression ratio decrease due to bigger and biggss-point maps, but this is better and
better for cryptography. The data received fromgbieeme is reversible, so besides for image
compression this scheme can be strongly used ptagyaphic systems with keys depending
on n-order estimating, number of bit planes, numbeide&l cross-point regions; this problem
will be mentioned in other papers. Generally, tkhbesne of 2-DICRIC is the process of
entropy coding, it includes two parts: modelingefst-5) and coding (Step 6). The theory of
cross-point regions can be used in the first paxrder to reduce interpixel redundancy; the
second part uses some algorithm, like arithmetdingp or Jones’ method to reduce coding
redundancy.

Based on the theory of cross-point regions, thersehof 2-DICRIC upgraded with using
2-D areas of ICRs for optimizing probabilities ofoss points proves a meaningful
improvement, the compression ratio obtained has lmmnpared with the other authors’
methods and the old scheme — ICRIC, it gives tlteibeesults, but has been being developped,
so it has not become the standard for everybodystoyet. From these concrete bases, the
problem of improving the compression ratio of imamempression and transmission can be
further developed in future in order to be usedybenty.
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TOM TAT

MO HINH SU DUNG VUNG CROSS-POINT Li UONG 2 CHEU
CHO NENANH KHONG TON HAO

bing Thanh Tin, Huynh Xuan Gnh, Tién Anh Khoa
Trieong Pai hoc Bach khoa Tp. 6IChi Minh, 268 Ly Tiwng Kiét, Tp. H Chi Minh
"Email: dttin@hcmut.edu.vn

Bai bao nay trinh bayosdd méi véi viéc sr dung ving cross-point litbng hai chéu, 1a
mot phan moi trong |i thuyét vang cross-point. Trong e t khi s dung cac ving cross-point
ching ta &n mot thuat toandé xac dinh cac Bn db cia ving cross-poinidiéu nay nat kha
nhiéu thoi gian va khéng giadé lvu trir ban d6 nay, va kéo thed 85 nén khéng cao khiis
dung viing cross-point & chidu vi toadd cacdiém di liéu cin phii duoc luu trir dé giai ma ft
nhiéu. Khi viing hai chiu dugc st dung, sy d6 2-DICRIC (ving Cross-point lirtng hai chéu
cho nénanh khéng én hao)dé ma héa va gi maanh khéng én haoduoc sr dung dé cé i s
nén cao bn. Y twéng @ ban cia phrong phap nay lanh hrong aia ma Gray |én cac cross
points. Tréc khi bién d6i Gray dugc thuc hién, tp di liéu cia caadiém cross pointsam duoc
xacdinh, ching4o ra cac viing cross-point ltdng (ICRs). Sau Bn d6i Gray, cac ving nay
ludn cH chira cac bit 1 hic bit 0 tly théc vao $ hidu mit phing bit sau khi phép phan tich
mat phing bit dugc thyc hign. Voi dic trung aia dr lidu anh, mic xam khong thagoi nhleu
trong ndt vung xaadinh, dac bict la trong caanh y £ c6 nhéu vung trongié mic xam %p xi
nhau, i thugt véi viing cross-point hai ckil cé anh hréng quan tng ©i ti 5 nén khi qua
trinh ma hoéa va gi ma nénanh khdng én hao khi trugn di liéu dugc tién hanh. § db nay c6
thé duoc sr dung cho nén khéndh hao d liéu anh hay mit ma dr liéu.

Tir khéa:ma Gray, viing cross-point ltdng, phan tich @t phing bit, xac st caa cac bit.
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