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Abstract. This paper presents a novel model for extractive summarization that integrates context 

representation from a pre-trained language model (PLM), such as BERT, with prior knowledge 

derived from unsupervised learning methods. Sentence importance assessment is crucial in 

extractive summarization, with prior knowledge providing indicators of sentence importance 

within a document. Our model introduces a method for estimating sentence importance based on 

prior knowledge, complementing the contextual representation offered by PLMs like BERT. 

Unlike previous approaches that primarily relied on PLMs alone, our model leverages both 

contextual representation and prior knowledge extracted from each input document. By 

conditioning the model on prior knowledge, it emphasizes key sentences in generating the final 

summary. We evaluate our model on three benchmark datasets across two languages, 

demonstrating improved performance compared to strong baseline methods in extractive 

summarization. Additionally, our ablation study reveals that injecting knowledge into certain 

first attention layers yields greater benefits than others. The model code is publicly available for 

further exploration. 

Keywords: Text summurization, knowledge injection, pre-trained models, Transformer, BERT. 

Classification numbers: 4.7.4. 

1. INTRODUCTION 

Text summarization is the process of extracting the most important information from the 

original text to create a simplified version for different purposes or tasks [1]. Typically a 

summary is a short and concise version of the original text. The task of automatic document 
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(text) summarization has been studied for a long time (first introduced by Luhn [2] in the 1950s). 

The task is challenging due to two main reasons. First, text summarization is in the 

understanding level of natural language processing (NLP), in which summarization models need 

to understand the content of input documents deeply to create final summaries. Second, the 

evaluation of summarization is a non-trivial task that involves both automatic and human 

evaluation [3]. In practice, the definition of what is a good summary is not so clear and requires 

experts for judgment. Even using different learning algorithms, the text summarization task can 

be categorized into extraction and abstraction. Extractive summarization methods work by 

identifying important sentences of the text to form a summary [4, 5]. On the other hand, 

abstractive summarization methods aim at re-producing important content of an input document 

in an abstractive way that mimics humans’ brains [6, 7].  

There are two main approaches to text summarization. The first approach is to use 

unsupervised learning methods. The main idea of this approach is to rank sentences based on 

their importance by using graph-based algorithms [8], integer linear programming [9], matrix 

factorization [10], submodular functions [11], or text matching [4]. The second approach is to 

use supervised learning methods. The summarizer can be trained by using sentence classification 

[12], sequence labeling [13], or learning-to-rank [14] with deep neural networks [15], or text-to-

text formulation [16] by using Transformer [17]. Recent methods based on pre-trained language 

models (PLMs) have achieved promising results [18 - 21].  

This paper focuses on the extractive summarization task with the consideration of prior 

knowledge that conditions the fine-tuning of PLMs. To do that, we introduce a model that takes 

into account the power of PLMs for context representation and prior knowledge as specific 

indicators of the downstream task. More precisely, given an input document, the model first 

maps sentences of the document into contextual vectors. At the same time, the prior knowledge 

is created from the sentences by using unsupervised learning methods. The prior knowledge is 

fused to the attention layers of PLMs for fine-tuning. The final summary of a document is 

formed by extracting top m important sentences based on the assessment of the model. In 

summary, this paper makes three main contributions as the following. 

• It introduces a model that considers prior knowledge for text summarization. The model 

takes into account prior knowledge that suggests BERT to more focus on certain sentences 

based on salient indicators. The code is also accessible.  

• It confirms the contribution of prior knowledge injection by comparing the model to 

state-of-the-art (SOTA) methods of extractive summarization. Experimental results on three 

benchmark datasets show that the proposed model achieves promising results. 

• It provides an ablation analysis that examines the behavior of the model in various 

aspects. The ablation analysis facilitates future studies on text summarization with knowledge 

injection. 

The rest of the paper is organized as follows. Section 2 reviews related works relevant to 

our study. Section 3 introduces the proposal for extractive summarization with knowledge 

injection. Section 4 describes the experimental settings for evaluation. Section 5 reports the 

comparison of the proposed model with SOTA methods. Section 6 draws conclusions and future work.  

2. RELATED WORK 

This section reviews related work of text summarization in two main approaches: 

unsupervised learning methods and supervised learning methods. 
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2.1. Unsupervised learning methods 

Unsupervised learning methods for text summarization involve algorithms that do not rely 

on predefined training data or human inputs. These methods typically utilize statistical analysis 

and NLP techniques to identify important sentences and phrases in the text for final summary 

creation. There is a wide range of methods such as the method based on term frequency-inverse 

document frequency (TF-IDF) [24], clustering [25], latent semantic analysis (LSA) [26], graph-

based algorithms [8], discourse-based models [27], integer linear programming [9], non-negative 

matrix factorization (NMF)[10], submodular functions [11], or text matching [4]. Among these 

methods, graph-based algorithms [8] and NMF [10] have been widely used due to their 

efficiency for the extractive summarization task. We follow the graph-based and matrix 

factorization methods to design our model. In which, the prior knowledge of an input document 

is represented by a correlation matrix generated from a graph-based or NMF algorithm then 

fused with the attention weights of PLMs for fine-tuning. 

2.2. Deep learning methods 

2.2.1. Traditional methods 

Supervised learning methods have proven to be efficient when annotated samples are 

available. Even using different learning algorithms, supervised learning methods can be divided 

into classification [12], sequence labeling [13], learning-to-rank [14], or text-to-text formulation 

[16] with the use of the encoder-decoder architecture. For classification, the summarization task 

is typically formulated as a binary classification problem in which a summarizer is required to 

distinguish whether an input sentence is important or not [12]. Sequence labeling considers the 

task of summarization as a sequence tagging problem, in which a summarization model learns to 

assign a tag (summary or non-summary) for each sentence of an input document [13]. Another 

direction is learning-to-rank, where summarization models learn knowledge from training data 

and rank sentences based on their importance [14]. The three mentioned formulations are 

effective for extractive summarization. To deal with abstractive summarization, the text-to-text 

formulation was proposed [16]. The formulation relies on the encoder-decoder architecture [28] 

that allows us to train summarizers in a more natural way. For representation learning, 

summarization models are trained by using a wide range of indicators, from hand-crafted 

features [13] to features automatically learned from deep neural networks [15,16]. 

2.2.2. Pre-trained models 

The emergence of Transformer [17] boosts the performance of summarization models, in 

which pre-trained-based summarizers obtain the best results on various benchmark datasets 

[12,18,19,21]. For example, HIBERT (hierarchical bidirectional encoder representations) uses a 

hierarchical approach to summarize long documents [18]. The model first encodes individual 

sentences using a bidirectional transformer. Then, a second transformer is used to encode the 

document as a whole, taking into account the interactions between sentences. Finally, a decoder 

transformer generates the summary based on the encoded document. PNBERT is a pre-trained 

model for text summarization [19], based on the BERT architecture and pointer network. 

BERTSum is a variant model of BERT, which uses fine tuning layers to add document context 

from the BERT outputs for extractive summarization [12]. DiscoBERT is a pre-trained 

transformer model based on BERT that considers the discourse aspect of a document [21].  

We follow the direction of using supervised learning methods for text summarization. 

However, instead of training the model from scratch, we utilize BERT as the backbone of the 
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model to take advantage of context representation from PLMs. This allows the proposed model 

to automatically learn hidden features from data and effectively represent input tokens. Though 

sharing the idea of using prior knowledge with previous studies [15,23], our model distinguishes 

three important points. First, we define prior knowledge as hidden features learned from 

unsupervised learning methods, e.g., LexRank or NMF, while Cao et al. [15] used a set of hand-

crafted features (sentence position or sentence length) as prior representation. Our definition is 

more general and allows us to utilize hidden indicators from any machine learning methods 

without human involvement. Second, we use BERT as the backbone while Cao et al. trained the 

model from scratch using CNN. In addition, Xia et al. [23] used prior knowledge in textual 

matching while we employ knowledge injection for text summarization, which is a more 

challenging task than matching. 

3. SUMMARIZATION WITH KNOWLEDGE INJECTION 

3.1. Problem Statement 

Prior knowledge 

Given a document                 that includes n sentences, the prior knowledge of the 

document contains indicators that show the importance of each sentence in d. The prior 

knowledge is defined as a matrix           created from d by using some similarity 

computing algorithms.        shows the correlation between two sentences si and sj. 

The summarization task 

Given a document                  , the extractive summarization task is formulated as a 

classification task in which the summarization model has to assign a label (important or 

unimportant) for each sentence. This study focuses on using prior knowledge for extractive 

summarization. Formally, suppose   is a set of training documents, given a sentence      , the 

probability of si
 
to be included into the final summary is the conditional probability    

1
 

computed as             . The final summary S includes some sentences si  that are predicted 

as important. The hyper-parameter θ can be learned from the training set   with or without 

using the prior knowledge A. 

3.2. The Proposed Model 

There exists correlation among sentences in a document. The correlation allows us to 

estimate the importance of a sentence compared to others. Based on the correlation, there are 

several unsupervised methods for extractive summarization such as LexRank [8]. We argue that 

the correlation among sentences can be a useful indicator that can guide the learning process to 

focus more on important sentences. To encode the correlation into the learning process, we 

introduce a new extractive summarization model. The model uses BERT [22] as the main 

backbone and the correlation indicator is injected into BERT via attention computation. 

Figure 1 shows the proposed model for extractive summarization by using knowledge 

injection. Given a document d with n sentences, the model first creates the knowledge of d in the 

                                                           
1
 We use    as the predicted label to distinguish the gold label yi. 



 
A method to utilize prior knowledge for extractive summarization based on pre-trained … 

 

form of a matrix A. The model then adds [CLS] and [SEP] tokens to concatenate n sentences to 

form a new single input sequence. 

 

Figure 1. The extractive summarization model using prior knowledge. The rectangles of each sentence 

represent its tokens. Sentences with darker colour in the output layer are more important than others. 

The new sequence is fed into the transformer architecture to obtain contextual vectors of 

each token. The knowledge from the matrix A is injected into attention layers of BERT during 

the fine-tuning process that conditions the representation of sentences. Finally, the model uses 

the vector from [CLS] tokens for classification that estimates the importance of each sentence. 

Sentences with high confidence of importance are selected to form the final summary. The 

model shares the idea of fine-tuning BERT for summarization [24]. However, instead of purely 

using BERT, we introduce prior knowledge that encodes the correlation among sentences and 

injects the knowledge to BERT. The injection forces the attention of BERT to focus more on 

some important sentences that help to improve the quality of summarization. 

3.2.1. Prior knowledge creation 

As mentioned, there exists a correlation among sentences in a document. The correlation is 

beneficial for the estimation of the importance of sentences. This section shows the creation of 

prior knowledge in three algorithms: Cosine similarity, LexRank, and matrix factorization. 

Cosine similarity 

Given a document                  , a matrix A = [n×n] is constructed. The matrix A is 

used to represent the correlation among n sentences, in which each cell A[i,j] represents the 

correlation of the two sentences si and sj. Given two sentences si and sj, the first step is to project 

these sentences into two vectors in a multi-dimensional space. The projection uses 

SentenceBERT [29] for mapping input sentences into corresponding vectors. After mapping, the 

correlation between two sentences was computed by using the Cosine similarity. 

           
∑     

 
   

√∑   
  

   √∑   
  

   

 (1) 

 

LexRank 

Lexrank is an algorithm for computing the similarity between two or more pieces of text 

based on the concept of eigenvector centrality in a graph of sentences [8]. It has been widely 
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applied to extractive summarization [30]. For using LexRank, an adjacency matrix A based on 

the Cosine similarity among all sentences was created. Only similarity scores above or equal to 

0.1 were beneficial for the graph structure. 

         {  
                        
                                

 (2) 

Once the adjacency matrix A has been created, LexRank computes the connectivity matrix 

C. The connectivity matrix was created by normalizing the row-wise of the adjacency matrix A.  

         
      

∑        
 (3) 

Matrix factorization 

Non-negative matrix factorization (NMF) [31] is a dimensionality reduction technique used 

for analyzing multivariate data. It decomposes a non-negative matrix into the product of two 

non-negative matrix, typically a data matrix and a parts-based representation matrix. NMF has 

been shown as an effective method for extractive summarization [10]. 

Let X be a non-negative matrix with the size of      , where m represents the number of 

features (variables) and n represents the number of samples (data points). NMF aims to factorize 

this matrix into two non-negative matrices, W and H by the following approximation. 

X ≈ W.H (4) 

To apply NNF, a Cosine similarity matrix X (similar to the matrix A) was first created. 

After that, NMF factorizes X into two matrices W and H. Then the matrix W was fed into the 

multi-head attention of BERT.  

3.2.2. Input representation 

Input formulation 

Given a document                 that includes n sentences, the first step is to create an 

input sequence for embedding mapping. To do that, two special tokens: [CLS] and [SEP] were 

used for concatenation. More precisely, the [CLS] token was inserted in the head of each 

sentence to represent the meaning of the sentence. The [SEP] token was inserted into the tail of 

each sentence for the separation of two sentences. The concatenation of n sentences creates a 

new input sequence for embedding by using the Transformer architecture. Input creation is 

shown in the input formulation part in Figure 1. 

Transformers 

Transformer is a modern deep learning architecture that adopts the mechanism of self-

attention, differentially weighting the significance of each part of input sequences [17]. It 

consists of an encoder and a decoder, each composes of a stack of N identical layers. The 

encoder processes the input, while the decoder processes the encoder’s output vectors to obtain 

output tokens. Each encoder layer contains two sub-layers self-attention and feed-forward, and 

each decoder layer contains three sub-layers: sef-attention, encoder-decoder attention, and feed-

forward. Transformation functions compute attention by using query (Q), key (K), and value (V) 

matrices as follows. 

                           
   

√  

   (5) 
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where dk is the dimension of keys, and dv is the dimension of values. Moreover, the Transformer 

uses “multi-head attention” in parallel as the following: 

                                             (6) 

 

Where                     
 
    

     
   in which    

                ,   
   

              ,                    . While any PLMs can be used, this study uses BERT [22] 

for input mapping. 

Input mapping 

Suppose S is the newly formed sequence after concatenating all sentences using [CLS] and 

[SEP] tokens. The sequence S can be represented as follows. 

S = [CLS] s1 [SEP][CLS] s2 [SEP]...[CLS] sn [SEP] 

The vector of the [CLS] token outputted from BERT was used as the representation of each 

sentence. 

H = Encoder(S (7) 

More precisely, the contextual vector H can be interpreted as a set of hidden vectors of all n 

[CLS] tokens corresponding to n sentences in the sequence S. 

H = {h1,h2,...,hn} (8) 

3.2.3. Knowledge injection 

For knowledge creation, the SentenceBERT [29] was used to compute sentence 

embeddings and then formed one of the three matrices (the Cosine matrix, the LexRank matrix, 

and the NMF matrix) A. The input embeddings are the sum of three parts: token embedding, 

position embedding, and segment embedding. BERT’s attention functions can be described as a 

mapping from the query vector Q and a set of key-value vector pairs (K, V ) to an output vector - 

the attention strengths. Figure 2 summarizes the injection into attention layers. The dot products 

of the query with all keys were computed as follows. 

scores = QK
T
 (9) 

The prior knowledge was injected into the model by calculating the element-wise product 

of the scores with one of three matrices (Cosine similarity matrix, LexRank matrix, non-negative 

matrix factorization) A to make the model pay more attention to the sentence pairs with higher 

similarities in the document. After that the calculation was scaled down by √   and applied a 

softmax function to obtain the weights on the values. 

 

Figure 2. Knowledge injection into BERT’s multi-head attention. 
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scores = QK
T ⊙ A + MASK     (10) 

                            
      

√  

    (11) 

where A represents the prior knowledge in form of a correlation matrix. Based on the 

investigation in Section 5.2, the prior knowledge was only injected into the first and two first 

attention layers of BERT. 

After injection in Figure 2, the hidden representation of the input sequence S is represented as 

follows. 

 ̂    ̂   ̂     ̂   (12) 

The representation of  ̂ is the input for classification that estimates the importance of sentences 

corresponding to each hidden vector  ̂ . The final output layer is a sigmoid classifier: 

  ̂    (    ̂      ) (13) 

where   ̂  is the predicted probability of the sentence si that shows the importance of the sentence. 

The probability was used for sentence selection. 

3.2.4. Sentence selection 

After training, the model was applied to test sets to extract summaries of documents. After 

ranking predicted sentences based on their importance (scores), the model uses the Maximal 

Marginal Relevance (MMR) algorithm [32] to form final summaries. MMR iteratively 

constructs a summary by including the highest-scoring sentence with the following formula: 

                   
(                          ) (14) 

where S is the set of all the sentences in the document, Ssum contains current sentences in the 

summary, f(s) is the sentence score from the model, sim() is the Cosine similarity of the sentence 

to Ssum. When extracting a summary of a new document, MMR first uses the model to obtain the 

score for each sentence. It then ranks these sentences by their scores to create a sorted list 

(decreasing) and selects the top-m ranked sentences as the summary. During sentence selection, 

MMR uses trigram blocking to reduce redundancy. 

3.2.5. Training and inference 

For training, the model receives an input document and injects knowledge from the 

document into the training process. The representation of contextual vectors of [CLS] tokens is 

used for prediction that decides whether a sentence is important or not, utilizing a sigmoid 

function. The loss function of the model is the binary cross-entropy loss, which measures the 

dissimilarity between the predicted probability   ̂ and the target label yi over N training samples. 

      
 

 
∑         ̂                ̂  

 

   

 (15) 

For inference, given an input document, the trained model estimates the importance of each 

sentence by using knowledge injection. After prediction, m important sentences (which have the 

highest probabilities) are selected to form the final summary by using the MMR algorithm. 

4. EXPERIMENTAL SETTINGS 



 
A method to utilize prior knowledge for extractive summarization based on pre-trained … 

 

4.1. Datasets 

The evaluation used three benchmark datasets of text summarization in two languages: 

English and Vietnamese. 

Table 1. Three benchmark summarization datasets. 

DATA Train Dev Test Domain Language 

CNN-DailyMail 286,817 13,368 11,487 News English 

BillSum (US) 18,949 ---- 1,132 Bill English 

BillSum (CA) ---- ---- 1,237 Bill English 

VNDS 105,418 22,642 22,644 News Vietnamese 

CNN-DailyMail is a benchmark English-language dataset for single-document 

summarization [33]. This corpus contains 286,817 training samples, 13,368 validation samples, 

and 11,487 test samples collected from CNN and Daily Mail
2
. BillSum [34] is a dataset collected 

from the Govinfo service provided by the United States Government Publishing Office (GPO) 

for the summarization of US Congressional and California state bills. It consists of three parts: 

US training bills, US test bills (US), and California test bills (CA). VNDS is a benchmark 

dataset for Vietnamese summarization [30]. The dataset was collected from news providers in 

Vietnam. The dataset consists of 150,704 documents and was divided into three sets in the 

following ratio: 70 % for training, 15 % for development, and 15 % for testing. Each document 

contains a title, a gold summary, and sentences.  

Table 1 summarizes the information of the datasets. It shows that datasets are in different 

domains and languages, and it can create challenges for summarization models. 

4.2. Implementation 

We used PyTorch and the “bert-base-uncased” version of BERT to implement the model. 

The English version of BERT (BERT-base) [22] was used for CNN/DailyMail and BillSum and 

the Vietnamese version of BERT (phoBERT-base) [35] was used for VNDS. For pre-processing, 

we utilized BERT's tokenizer for English [22] and PhoBERT's tokenizer for Vietnamese [35]. 

SentenceBert [29] was used to tokenize each sentence for creating prior knowledge from the 

Cosine similarity, LexRank, and non-negative factorization algorithms. All extractive models 

were trained in 50,000 steps with the learning rate of 2e
−3 

on an A100 GPU. We use the Adam 

optimizer was used with β1 = 0.9 and β2 = 0.999. The learning rate follows the warming-up 

method with a value of 10000. 

                                      (17) 

Model checkpoints were saved and evaluated on the validation set after every 1,000 steps. 

Top-3 checkpoints were selected based on the evaluation loss on the validation set and reported 

the averaged results on the test set. For the CNN/DailyMail dataset, after ranking, the top-3 

sentences having the highest scores were extracted to form a summary [18–20]. For the BillSum 

dataset, when predicting a summary for a new document, the model uses the MMR algorithm to 

select important sentences until reach the length limit of 2000 characters [34]. For VNDS, the 

model selects top-2 sentences to form a summary [30]. 

4.3. Evaluation Metrics 

                                                           
2 http://nlpprogress.com/english/summarization.html 
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ROUGE-scores [36] were used for evaluation. For evaluation, gold summaries and 

extracted sentences were compared for score calculation as follows. 

         
∑ ∑                               

∑ ∑                          

 (18) 

where n is the length of n-gram, Countmatch(gramn) is the maximum number of n-grams co-

occurring in a candidate summary and the references, Count(gramn) is the number of n-grams in 

the references. In practice, we employed ROUGE-1.5.5 by using pyrouge
3 

with parameters “-c 

95 -2 -1 -U -r 1000 -n 2 -w 1.2 -a -s -f B -m”. The packages provide several ROUGE-scores and 

the F-score of ROUGE-1, ROUGE-2, and ROUGE-L was used as major metrics of text 

summarization [4,18,19,21,34]. 

5. RESULTS AND DISCUSSION 

This section summarizes the comparison of the proposed model and strong methods for 

extractive summarization. It first shows the performance comparison and then reports the 

ablation study. It finishes by showing the observation of outputs from the model. 

5.1. Performance Comparison 

5.1.1. Knowledge injection vs. no knowledge injection 

The first scenario is to confirm the contribution of knowledge injection to the model. To do 

that, the model was trained with two settings. The first setting uses the whole architecture in 

Figure 1 with knowledge injection.  

Table 2. Extractive summarization performance. bold is the best with p ≤ 0.05 with the pair-wise t-test. 

Data Method ROUGE-1 ROUGE-2 ROUGE-L 

CNN-

DailyMail 

No injection 42.80 19.19 39.37 

Injection (Cosine) 43.13 20.19 39.54 

Injection (LexRank) 42.96 20.05 39.53 

Injection (NMF) 42.87 20.08 39.45 

BillSum (US) No injection 41.56 21.23 38.35 

Injection (Cosine) 42.09 21.87 38.54 

Injection (LexRank) 41.85 21.56 38.69 

Injection (NMF) 41.85 21.56 38.55 

BillSum (CA) No injection 44.61 19.24 41.13 

Injection (Cosine) 44.69 19.28 41.33 

Injection (LexRank) 44.96 19.84 41.51 

Injection (NMF) 44.72 19.45 41.26 

VNDS No injection 52.80 23.96 37.13 

Injection (Cosine) 53.43 24.35 37.55 

Injection (LexRank) 52.89 24.01 37.02 

Injection (NMF) 52.91 23.99 36.46 

The second setting removes the injection. The ROUGE-scores in Table 2 show that 

knowledge injection benefits the proposed model for extractive summarization. The ROUGE-

                                                           
3 https://github.com/andersjo/pyrouge 
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scores of the proposed model are consistently better than the baseline that does not use 

knowledge injection. Among the three knowledge injection methods, matrices created by Cosine 

similarity of LexRank are more appropriate. There exist tiny gaps between the two models: 

using knowledge injection and without using knowledge injection. It shows that the backbone 

model using BERT is a strong method for extractive summarization [20]. By using training 

samples for fine-tuning, it can achieve competitive results. 

5.1.2. Comparison with SOTA models 

The second scenario is to challenge the proposed model to strong extractive summarization 

methods on the four test sets. This scenario confirms the gap between the proposed model and 

SOTA methods which include the following methods: HIBERT [18], PNBERT [19], 

BERTSum [20], DiscoBERT [21], MatchSum [4], DOC [34], SUM [34], DOC+SUM [34], 

SumBasic [30], SVR [30], CNN [30], LSTM [30]. All the results were extracted from the 

original papers. 

Table 3. Extractive summarization performance. bold is the best. The results of CNN-DailyMail were 

extracted from the NLP progress page. 

Data Method ROUGE-1 ROUGE-2 ROUGE-L 

CNN-

DailyMail 

HIBERT [18] 

PNBERT [19] 

BERTSum [20] 

DiscoBERT [21] 

MatchSum [4] 

42.37 

42.69 

43.85 

43.77 

44.41 

19.95 

19.60 

20.34 

20.85 

20.86 

38.83 

38.83 

39.90 

40.67 

40.55 

Our model (Cosine) 43.13 20.19 39.54 

Our model (LexRank) 42.96 20.05 39.53 

Our model (NMF) 42.87 20.08 39.45 

BillSum (US) DOC [34] 

SUM [34] 

DOC+SUM [34] 

38.51 

40.69 

40.80 

21.38 

23.88 

23.83 

31.49 

33.65 

33.73 

Our model (Cosine) 42.09 21.87 38.54 

Our model (LexRank) 41.85 21.56 38.69 

Our model (NMF) 41.85 21.56 38.55 

BillSum (CA) DOC [34] 

SUM [34] 

DOC+SUM [34] 

38.35 

38.90 

39.65 

19.76 20.79 

21.14 

32.89 

33.20 

34.05 

Our model (Cosine) 44.69 19.28 41.33 

Our model (LexRank) 44.96 19.84 41.51 

Our model (NMF) 44.72 19.45 41.26 

VNDS SumBasic [30] 

SVR [30] 

CNN [30] 

LSTM [30] 

52.65 

50.41 

48.17 

46.56 

19.13 

23.67 

21.93 

20.29 

26.32 

35.02 

33.73 

32.49 

Our model (Cosine) 53.43 24.35 37.55 

Our model (LexRank) 52.89 24.01 37.02 

Our model (NMF) 52.91 23.99 36.46 

The ROUGE-scores in Table 3 are consistent with the scores in Table 2 in which the 

proposed model obtains promising results. For CNN-DailyMail, MatchSum [4] is the best 

followed by DiscoBERT [21], BERTSum [20], and our model. This is because MatchSum uses 
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semantic matching by using SiameseBERT that can correctly match a gold summary with 

candidates. The DiscoBERT model encodes the discourse structure into the summarization 

process by using a discourse graph encoder. In contrast, the proposed model with quite simple 

architecture can be competitive with two complicated methods. However, the gap between the 

proposed model and the two strong methods is small. Compared to HIBERT and PNBERT, the 

proposed model is better. For BillSum and VNDS, the proposed model exhibits a significant 

improvement over the baseline methods. These results confirm the effectiveness of our proposed 

method, which uses knowledge injection to improve the quality of sentence selection. 

5.2. Ablation Study 

This section investigates the behavior of attention layers when injecting prior knowledge. 

The behavior of the model when using knowledge injection was examined to assess the impact 

of prior knowledge on attention layers. To do that, prior knowledge was injected into each layer 

(1 ≤ L ≤ 11). For example, with L = 1, the knowledge from LexRank was injected into the first 

layer of BERT. With L = 2, the knowledge from LexRank was injected into the first and second 

layers of BERT. After that, the model was retrained on the BillSum dataset and evaluated on the 

test sets of US bills.  

 

   
(a) ROUGE-1 (b) ROUGE-2 (a) ROUGE-L 

Figure 3. Knowledge injection from LexRank on US BillSum for each layer. 

The results depicted in Figures 3 provide insights of the performance of the proposed model 

with knowledge injection from LexRank at different layers. The findings indicate that the model 

achieves the best results when knowledge is injected into the first layer or the first two layers of 

the BERT model. This suggests that introducing prior knowledge early in the model’s 

architecture enables it to effectively capture the relationships and salient information between 

sentences in a document. After the two first layers, the performance of the model decreases and 

keeps stablely until the final layer. By summarizing the results, we can conclude that 

incorporating prior knowledge into the first layer or the two first layers of the BERT model 

enhances its ability to learn and understand the correlation among sentences within a document. 

6. CONCLUSION AND FUTURE WORK 

This paper introduces a model for extractive summarization. The model is designed to take 

into account context representation from a PLM, i.e., BERT and prior knowledge obtained from 

unsupervised learning methods. The prior knowledge is injected into attention layers of BERT, 

enabling the model to focus more on important sentences based on prior indicators. 

Experimental results on three benchmark datasets with four test sets in two languages confirm 

two important points. First, prior knowledge contributes to improve the performance of the 
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summarization model. Second, knowledge injection is more beneficial for some first layers 

rather than for all attention layers. The proposed model provides a framework for injecting 

various types of prior knowledge into the attention layers of PLMs such as BERT for extractive 

summarization. 

Future work will confirm the ability of the proposed model on different genres. Also, the 

investigation of knowledge injection in other summarization scenarios, e.g., abstraction should 

be considered. 
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