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Abstract:  Attribute reduction is a critical problem in the data preprocessing step with the aim of 

minimizing redundant attributes to improve the efficiency of data mining models. The fuzzy 

rough set theory is considered an effective tool to solve the attribute reduction problem directly 

on the original decision system, without data preprocessing. With the current digital 

transformation trend, decision systems are larger in size and updated. To solve the attribute 

reduction problem directly on change decision systems, a number of recent studies have 

proposed incremental algorithms to find reducts according to fuzzy rough set approach to reduce 

execution time. However, the proposed algorithms follow the traditional filter approach. 

Therefore, the obtained reduct is not optimal in both criteria: the number of attribute of the 

reducts and the accuracy of classification model. In this paper, we propose incremental 

algorithms that find reducts by filter-wrapper approach using fuzzy distance measure in the case 

of adding and deleting attribute set. The experimental results show that the proposed algorithms 

significantly reduce the number of attributes in reduct and improve the classification accuracy 

compared to other algorithms using filter approach. 

Keywords: decision system, fuzzy distance, incremental algorithm, attribute reduction, reduct. 

Classification numbers: 4.7.3, 4.7.4, 4.8.3. 

1. INTRODUCTION 

Attribute reduction is a crucial problem in the data preprocessing step of data mining and 

knowledge discovery. The goal of attribute reduction is to remove redundant attributes as much 

as possible to improve the efficiency of data mining models [1 - 3]. The fuzzy rough set theory 

proposed by Dubois et al. [4] is an effective tool to solve the attribute reduction problem directly 

on the original decision system without data preprocessing step to effectively improve accuracy 

of classification model. Up to now, many methods of attribute reduction according to fuzzy 

rough set approach have been proposed, typically fuzzy membership functions methods [5, 6], 

fuzzy positive domain methods [7, 8], fuzzy entropy methods [9], fuzzy distance methods [10, 
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11]. In the current digital transformation trend, decision systems have an increasingly large 

number of attributes, for example, data tables in the bioinformatics field have millions of 

attributes. Furthermore, decision systems are always changing, updating with scenarios such as 

adding and deleting object sets, adding and deleting attribute sets, object set values, and 

changing attribute sets. To build an effective classification model, we need to solve the attribute 

reduction problem on change and large decision systems. Attribute reduction method in 

traditional approach applied on such decision systems often faces two challenges. Firstly, with 

large size decision systems, the implementation of the reduct finding algorithms has difficulty in 

storage space and computation speed. Secondly, with updated and changed decision systems, 

these algorithms have to recalculate the reduct on the entire decision system after the change, so 

the computation time cost increases significantly. To solve the above two challenges, the 

researchers propose an incremental computational approach to find the reduct. The incremental 

algorithms only update the reduct on the changed data part and not recalculate the reduct on the 

entire original decision system. Therefore, they are much shorter time.  

According to the fuzzy rough set approach [4], in recent years, a number of incremental 

algorithms for calculating reduct have been proposed according to the following cases: adding 

and deleting an object set [12 - 17], adding and deleting an attribute set [18]. For the case of 

adding and deleting an object set, Liu et al. [12] proposed the algorithm FIAT to find reduct 

based on fuzzy dependence. Yang et al. [13] built the incremental algorithm IARM to calculate 

reduct based on fuzzy indiscernibility relation. Yang et al. [14] proposed the algorithms IV-FS-

FRS-1 and IV-FS-FRS-2 to get reduct based on fuzzy indiscernibility relation. Zhang et al. [16] 

proposed the incremental algorithm AIFWAR  to find reduct using extended conditional 

entropy. Ni et al. [17] proposed two incremental algorithms to find reduct based on the key 

instance set: the algorithm DIAR uses fuzzy membership function and the algorithm PIAR uses 

fuzzy positive domain. In the case of adding and deleting an attribute set, the research results of 

the incremental algorithms for calculating reduct based on fuzzy rough set approach are still 

limitations. Zeng et al. [18] constructed incremental formulas for updating fuzzy dependency in 

hybrid information system (HIS), on that basis they proposed two incremental algorithms for 

calculating reduct using fuzzy dependency: the algorithm FRSA-IFS-HIS (AA) in the case of 

adding an attribute set and the algorithm FRSA-IFS-HIS (AD) in the case of deleting an attribute 

set. The experimental results in the above works show that the incremental algorithms 

significantly decrease the time execution compared to non-incremental algorithms. As a result, 

they can be effectively performed on large, changeable, up-to-date decision systems. However, 

most of the proposed algorithms follow the traditional filter approach. With this filter approach, 

the obtained reduct is the minimal set of conditional attributes that preserve original measure. 

The classification accuracy is calculated after obtaining reduct. Therefore, the obtained reduct is 

not the best choice on two criteria: the number of attribute of reduct and the classification 

accuracy.  

In order to decrease the cardinality of obtained reduct, in cases of adding and deleting 

object sets, Giang et al. [15] proposed filter-wrapper incremental algorithms for finding reduct 

of complete decision tables by fuzzy rough set approach. Quang et al. [19] proposed filter-

wrapper incremental algorithms for finding reduct of incomplete decision tables by tolerance 

rough set. In this proposed filter-wrapper algorithms, the filter phase finds the candidate for 

reduct when adding the most important attribute, while the wrapper phase obtains reduct with 

the highest classification accuracy. The experimental results show that the reduct of filter-

wrapper approach minimizes the number of attributes and improves the classification accuracy 

compared to the filter approach. Therefore, the research motivation of the paper is to apply the 

filter-wrapper approach to develop incremental attribute reduction algorithms in case of adding 
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and deleting an attribute set in order to minimize the number of attribute of the reduct and 

improve the classification accuracy. 

In this paper, we propose two filter-wrapper incremental algorithms to find reduct of the 

decision system using fuzzy distance measure in the paper [15]: the algorithm IFW_FDAR_AA 

in case of adding an attribute set and the algorithm IFW_FDAR_DA in case of deleting an 

attribute set. The structure of the paper is as follows: Section 2 presents some basic concepts. 

Section 3 proposes the incremental filter-wrapper algorithm IFW_FDAR_AA to find reduct 

when adding an attribute set. Section 4 proposes the filter-wrapper incremental algorithm 

IFW_FDAR_DA that updates reduct when deleting an attribute set. Section 5 presents the 

experimental results of proposed algorithms. Finally, is conclusion and research direction. 

2. PRELIMINARY 

This section presents some concepts of fuzzy rough set model [4]. The decision system is a 

pair of  ,DS U C D   in which U is a finite, non-empty set of objects; C is set of conditional 

attributes, D is decisive attribute set with .  The fuzzy rough set theory proposed by D. 

Dubois et al. [4] uses fuzzy equivalence relations to approximate fuzzy sets. Let us consider the 

decision system  ,DS U C D  , a relation defined on the attribute value domain is called fuzzy 

equivalence relation if the following conditions are met:  

1) Reflexive:  , 1R x x  ;  

2) Symmetric:    , ,R x y R y x ;  

3) Max-min transitive:       , min , , ,R x z R x y R y z )  with every , ,x y z U . 

Given two fuzzy equivalent relations PR  and QR  defined on ,P Q C , then for all ,x y U  
we have [18]:  

1)    , ,P Q P QR R R x y R x y    

2)       , max , , ,P Q P QR R R R x y R x y R x y     

3)       , min , , ,P Q P QR R R R x y R x y R x y     

4)    , ,P Q P QR R R x y R x y    

The relation PR  is presented by the fuzzy equivalent matrix   ijP
n n

M R p


   
 
as follows: 

11 12 1

21 22 2
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...

...
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...
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M R
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where  ,Pij i j
p R x x  is the value of the relation between two objects ix  and jx  on P ,  0,1ijp  . 

For any ,P Q C , we have P aa PR R  và  P Q P QR R R   , that is for any 

,x y U ,       , min , , ,P Q P QR x y R x y R x y  . Suppose that   ijP
n n

M R p


     and 

C D 
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ij( )Q
n n

M R q


     are two fuzzy equivalent matrices on PR , QR , then the fuzzy equivalent 

matrix on S P Q   is as follows: 

   ij( )S P Q
n n

M R M R s


      where  ij ij ijmin ,s p q           

For any P C ,  1 2, ,..., nU x x x , fuzzy equivalent relation  PR  determines an fuzzy 

partition   /P PR U R   on U as          11
/ ,...,

n

P P i nP P Pi
R U R x x x


  

 
where 

  1 1 2 2/ / ... /i i i in nP
x p x p x p x     is a fuzzy set as fuzzy equivalent class of object ix . 

Membership function of object ix  is defined as  
       , ,

Pi P

Pj i j i j ijx R
x x x R x x p   

 
where 

jx U . Then, the cardinality of the fuzzy equivalent class  i P
x  is calculated as  

1

n

i ijP
j

x p


 . 

3. FILTER-WRAPPER INCREMENTAL ALGORITHMS FOR CALCULATING 

REDUCT WHEN ADDING AN ATTRIBUTE SET 

In this section, we construct an incremental algorithm for calculating reduct of decision 

system using fuzzy distance in the paper [15] when adding an attribute set. The proposed 

algorithm follows a filter-wrapper hybrid approach. First of all, we construct a formula to 

calculate the fuzzy distance when adding an attribute set. 

Given an decision system  ,DS U C D   where . Then, the fuzzy 

distance between two attribute sets of C and D in the paper [15] is determined as follows: 

                                               

             (1) 

Proposition 1. Given an decision system  ,DS U C D   where . Assume 

that the conditional attribute set B is added into C where . Assume that 

 ,  , 
ij( )D

n n
M R d


     

are fuzzy equivalent matrices of 

 on B, C, D; respectively. Then we have: 

1) If  

 

for any   then 

 2) If  for any   then  

 

3) If  for any   then  

 
Proof.   When adding B into C,  the fuzzy distance is defined as [15]: 

 

 1 2, ,..., nU u u u

        2
1

1
,

n

i i iC C D
i

D C C D u u u
n 

   

 1 2, ,..., nU u u u

B C 

ij( )B
n n

M R b


    ij( )C
n n

M R c


   

, ,B C DR R R

ij ijc d 1 ,i j n   , 0D C B C B D   

ij ijb c 1 ,i j n 

      2
1 1

1
, , . min ,

n n

ij ij ij

i j

D C B C B D D C C D c c d
n  

      

ij ijb c 1 ,i j n 

      2
1 1

1
, , . min ,

n n

ij ij ij

i j

D C B C B D D B B D b b d
n  

      

        2
1

1
, .

n

i i iC B C B D
i

D C B C B D u u u
n  



     
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1) If  for any  then   and  

. Then we have: 

 
 

2) From  we have  và  for any .  Then we 

have: 

 

 
3) From ,  and  for any .  Then we have: 

 

 
Based on the formula for calculating fuzzy distance in Proposition 1, we next construct an 

incremental algorithm for calculating reduct using fuzzy distance according to the filter-wrapper 

hybrid approach. First of all, we define reduct and the importance of attribute based on the fuzzy 

distance. 

Definition 1. [15] Given a decision system  ,DS U C D   where  and are 

fuzzy equivalent relations on respectively. If  

1)  

2)  

then  is a reduct of based on fuzzy distance. 

Definition 2. [15] Given a decision system  ,DS U C D   where  and . 

the importance of attribute  with respect to B is defined as  

 

Importance  characterize the classification quality of attribute b for decision 

attribute set D and it is used as the attribute selection criterion for the algorithm finding reduct.  

From the formula for calculating fuzzy distance in Proposition 1 and Definition 1, we have 

the following Proposition 2: 

               2 2
1 1 1

1 1
. . min , min , ,

n n n

i i i i i ij ij ij ij ijC B C B D
i i j

u u u u u c b c b d
n n  

       

ij ijc d 1 ,i j n     i iC D
u u

         i i i i iC B D C B
u u u u u   

        2
1

1
, .

n

i i iC B C B D
i

D C B C B D u u u
n  



     

          2
1

1
. 0

n

i i i i iC B C B D
i

u u u u u
n 

     

ij ijb c    i iC B
u u      i i iC B C

u u u 
iu U

            2
1

1
, .

n

i i i i iC B C B D
i

D C B C B D u u u u u
n 

       

            2 2
1 1 1

1 1
, . min ,

n n n

i i i ij ij ijC C D
i i j

u u u D C C d c c d
n n  

       

ij ijb c    i iB C
u u      i i iC B B

u u u 
iu U

            2
1

1
, .

n

i i i i iC B C B D
i

D C B C B D u u u u u
n 

       

           2 2
1 1 1

1 1
, . min ,

n n n

i i i ij ij ijB B D
i i j

u u u D B B D b b d
n n  

       

B C ,B CR R

,B C

   , ,D B B D D C C D  

       , ,b B D B b B b D D C D      

B C

B C b C B 

b

        , ,BSIG b D B B D D B b B b D     

  0BSIG b 
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Proposition 2. Given a decision system
 

 ,DS U C D   where  1 2, ,..., nU u u u  and  

is a reduct base on fuzzy distance.  Assume that the conditional attribute set B is added into C 

where .  ,  , 
ij( )D

n n
M R d


     

are fuzzy 

equivalent matrices of  on B, C, D, respectively. Then we have: 

1)  If  for any 1 ,1i n j n     then R is a reduct of . 

2) If  for any 1 ,1i n j n     then B contains a reduct of 

. 

Proof. 

1) Accrding to Proposition 1, if  for  then 

. By R is a reduct of DS then 

 and . 

According to Definition 1,  R is a reduct of . 

2) According to Proposition 1, if  for  then 

   , ,D C B C B D D B B D     , that is there exists  such that B1 satisfies Definition 

1 about reduct of . 

Next, we construct a filter-wrapper incremental algorithm that finds the reduct of a decision 

system using fuzzy distance when adding attribute set. The proposed algorithm consists of two 

phases: the filter phase finds candidates for the reduct when adding the attribute with the highest 

importance, the wrapper phase finds the reduct with the highest classification accuracy. The 

algorithm is described as follows: 

Algorithm IFW_FDAR_AA (Incremental Filter-Wrapper Fuzzy Distance-based Attribute 

Reduction Algorithm when Adding Attributes). 

Input:  

1) Decision system  ,DS U C D   where  1 2, ,..., nU u u u , reduct , fuzzy 

equivalent matrices  , 
ij( )D

n n
M R d


   

 of , fuzzy distance  ,D C C D ; 

2) The adding attribute set B where ; 

Output: Reduct  of   

Step 1: Initialization and checking the adding attribute set  

1. :T  ;   // Contains candidates for reduct 

2. Calculating fuzzy equivalent matrix
 

; 

3. If  for any 1 ,1i n j n     then Return ; 

4. If  for any 1 ,1i n j n     then ;  //finds the reduct in B 

Step 2: Perform the algorithm for finding reduct      

//  Filter stage, finding candidates for reduct from R. 

5. While    , ,D R R D D C B C B D      do 

6. Begin 

R C

B C  ij( )B
n n

M R b


    ij( )C
n n

M R c


   

, ,B C DR R R

ij ijb c  1 ,DS U C B D  

ij ijb c

 1 ,DS U C B D  

ij ijb c 1 ,1i n j n   

   , ,D C B C B D D C C D    

     , , ,D R R D D C C D D C B C B D              , , ,r R D R r R r D D C C D      

 1 ,DS U C B D  

ij ijb c 1 ,1i n j n   

1B B

 1 ,DS U C B D  

R C

ij( )C
n n

M R c


    ,C DR R

B C 

1R  1 ,DS U C B D  

ij( )B
n n

M R b


   

ij ijb c R

ij ijb c R 
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7. For  each , calculate    

where  is calculated by Proposition 1; 

8. Select   such that ;   

9. 
      

 :
m

R R a  ; 

10. :T T R  ; 

11. End;               

      // Wrapper stage, finding the reduct with the highest classification accuracy 

12. Set    //t is the number of T, T contains selected candidates, that is 

; 

13. Set ; 

14. For j = 1 to t  calculate the classification accuracy on  by a classifier; 

15.  where  has the highest classification accuracy; 

Return ; 

Finally, we evaluate the complexity of the algorithm IFW_FDAR_AA. Denoted by 

 are number of conditional attributes, the number of objects, and the number of 

additional conditional attributes, respectively. In command line 2, the complexity for calculating 

the fuzzy equivalence relation 

 

is . The complexity of the While loop is 

 and the complexity of the filter phase is . Assume that the classifier 

complexity is , then the complexity of the wrapper phase is . So, the complexity 

of the algorithm IFW_FDAR_AA is . If the non-incremental filter-wrapper 

algorithm FW_FDAR [15] is implemented directly on the decision system, the complexity is 

. 

Consequently, the proposed incremental algorithm IFW_FDAR_AA significantly decreases 

the time complexity, especially in the case of small . 

4. FILTER-WRAPPER ALGORITHMS FOR UPDATING REDUCT WHEN 

DELETING ATTRIBUTE SET 

In this section, we construct a filter-wrapper algorithm that updates reduct of a decision 

system when deleting an attribute set using fuzzy distance in paper [15]. First of all, we 

construct  a formula for updating the distance when removing an attribute set by the following 

Proposition 3. 

Proposition 3. Given a decision system  ,DS U C D   where  1 2, ,..., nU u u u . Assume that 

the conditional attribute set B is deleted from C where B C  and A C B   is the remaining 

a B         , ,RSIG a D R R D D R a R a D     

    ,D R a R a D  

ma B     R m R
a B

SIG a Max SIG a




:t T

      
1 1 2 1 2

, , ,..., , ,...,
ti i i i i iT R a R a a R a a a   

     
1 1 2 1 21 2: ; : , ;...; : , ,...,

ti i i t i i iT R a T R a a T R a a a     

jT

1 : joR T joT

1R

, ,C U B

( )BM R  2
O B U

 2 2
O B U  2 2

O B U

 O T  *O B T

   
2 2

*O B U O B T

     
2 2
* *O C B U O C B T  

B
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attribute set. 
ij( )B

n n
M R b


     ,

 
ij( )C

n n
M R c


     , 

ij( )A
n n

M R a


   
, 

ij( )D
n n

M R d


     are 

fuzzy equivalent matrices of  , , ,B C A DR R R R  respectively. Then we have 

         2
1 1

1
, , min , min ,

n n

ij ij ij ij ij ij

i j

D A A d D C C d a c c d a d
n  

       
   

Proof.  We have: 

        2
1

1
, .

n

i i iA A D
i

D A A D u u u
n 

   
 

                     2 2 2 2
1 1 1 1

1 1 1 1
. . . .

n n n n

i i i i i i i i iC C D A C C D A D
i i i i

u u u u u u u u u
n n n n   

           

       
          2 2 2

1 1 1

1 1 1
, . . min , . min ,

n n n

ij ij ij ij ij ij

i i i

D C C d a c c d a d
n n n  

       
 

      2
1 1

1
, min , min ,

n n

ij ij ij ij ij ij

i j

D C C d a c c d a d
n  

      
 

 
From Proposition 3,  the filter-wrapper algorithm for updating reduct using fuzzy distance 

when deleting attribute set is as follows: 

Algorithm IFW_FDAR_DA (Incremental Filter-Wrapper Fuzzy Distance-based Attribute 

Reduction Algorithm when Deleting Attributes). 

Input:  

1)  Decision system
 

 ,DS U C D   where  1 2, ,..., nU u u u , reduct , fuzzy 

equivalent matrices 
ij

( )C
n n

M R c


    , 
ij

( )D
n n

M R d


    , fuzzy distance  ,D C C D ; 

2)  Attribute set B is deleted from C where B C ; 

Output: Reduct 1R  of   1 ,DS U C B D   ; 

1) Case 1:  If  B C R   then Retturn (R);  

2) Case 2: If R B  then perform non-incremental filter-wrapper algorithm based on 

fuzzy distance FW_FDAR in paper [15]. 

3) Case 3: If R B   then perform steps of attribute reduction algorithm. 

Step 1: Initialization 

1. Set 

 

; :A C B  ; // Contains candidates for reduct 

2. Calculating fuzzy equivalent matrices 
ij( )B

n n
M R b


   

, 
ij( )A

n n
M R a


   

 

3. Set :R R B   //check attributes in reduct 

Step 2: Perform the algorithm for finding reduct 

  // Filter stage, finding candidates for reduct from R 

4. While    , ,D R R D D A A D     do 

5. Begin 

6.    For  each a R  calculate          , ,RSIG a D R a R a D D R R D        where 

     ,D R a R a D    is calculated by Proposition 3; 

7.     Select  ma R  such that     R m R
a R

SIG a Min SIG a


 ;   

R C

:T 
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8.     : mR R a  ; 

9. 
   

; 

10.  End;               

//  Wrapper stage, finding the reduct with the highest classification accuracy 

11.   Set    // t is the number of T, T contains selected candidates, that is 

      
1 1 2 1

, , ,..., ,...,
ti i i i iT R a R a a R a a    ; 

12.    Set      
1 1 2 11 2, , ,..., ,...,

ti i i t i iT R a T R a a T R a a        

13. For j = 1 to t   calculate the classification accuracy on  by a classifier;  

14.    where  has the highest classification accuracy; 

15.    Return ; 

Next, we evaluate the complexity of the algorithm IFW_FDAR_DA. Denoted by  

are number of conditional attributes, the number of objects, and the number of conditional 

attributes deleted from C, respectively. Let us consider the While loop of statements 4 to 10,  the 

complexity of While loop is  2 2
*O R B U  and the complexity of the filter phase is

 2 2
*O R B U .  Assume that the classifier complexity is , then the complexity of the 

wrapper phase is  *O R B T . So, the complexity of algorithm IFW_FDAR_DA is 

   
2 2
* *O R B U O R B T   . If the non-incremental FW_FDAR filter-wrapper algorithm is 

implemented [15] directly on the decision system with the attributes C B , the complexity is

   
2 2
* *O C B U O C B T   . Therefore, the algorithm IFW_FDAR_DA is effective. If R is 

smaller, algorithm IFW_FDAR_DA will be more efficient.  

5. EXPERIMENTAL RESULTS 

In this section, we present the test results to evaluate the effectiveness of the proposed filter-

wrapper incremental algorithm IFW_FDAR_AA with the filter incremental algorithm FRSA-

IFS-HIS (AA) in [18] on the number of attribute reduction and the accuracy of the classification 

model. FRSA-IFS-HIS (AA) is the state-of-the-art filter incremental algorithm that finds reduct 

using fuzzy dependence in fuzzy rough set in case of adding attribute set. The testing was carried 

out on 04 sets of sample datasets from UCI data warehouse [20] as described in Table 1.  On 

each data set, for attributes with real-value domains, we normalize the data domain to the 

fragment [0, 1] using the formula [14] 

                                         

 
   
   

' min

max min

i

i

a x a
a x

a a





                                                   (2) 

with max(a), min(a) is the maximum and minimum value in the attribute value domain a. We 

use the fuzzy equivalence relation aR  in [14] on attribute a as follows 

                                        

     , 1a i j i jR x x a x a x  

 

 with ,i jx x U                                 (3) 

:T T R 

:t T

jT

1 : joR T joT

1R

, ,C U B

 O T
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Each attribute set is randomly divided into two parts: the original attribute set (column 5 

Table 1) denoted by C0, and the incremental attribute set (column 6 Table 1). The incremental 

attribute set is randomly divided into 5 equal parts, denoted by C1, C2, C3, C4, C5, respectively. 

Table 1. Experimental data sets. 

ID Data set 
Number 

of objects 

Number of 

conditional 

attributes 

Original 

attribute 

set 

Incremental 

attribute set 

Number of 

decision 

class 

(1) (2) (3) (4) (5) (6) (7) 

1 

Wisconsin diagnostic 

breast cancer 

(WDBC) 

569 30 15 15 2 

2 
Credit approval 

(Credit) 
690 15 5 10 2 

3 
German credit data 

(German) 
1000 20 10 10 2 

4 Waveform (Wave) 5000 21 11 10 3 

To test IFW_FDAR_AA and FRSA-IFS-HIS (AA) algorithms, we firstly implement two 

algorithms on the data set with the original attribute set (consider the initial attribute set as 

increment). Next, perform two algorithms when adding from the first to the fifth part of the 

incremental attribute set, respectively. With the proposed algorithm of the IFW_FDAR_AA 

filter-wrapper hybrid approach, we use the CART classifier (Classification & Regression tree) to 

calculate the classification accuracy in the best accurate reduction set. We use the 10-fold cross-

check method, which means that the data set is divided into 10 roughly equal parts, randomly 

taking 1 part as test data set, and the remaining 9 as training data. The process is repeated 10 

times. Test implementation tool is Matlab R2016a. Test environment is PC with Intel (R) Core 

(TM) i7-3770CPU @ 3.40 GHz configuration, using Windows 7, 32 bit operating system. 

Table 2 presents the comparison results of the number of attribute reductions (denoted by 

) and the classification accuracy of the IFW_FDAR_AA and FRSA-IFS-HIS(AA) 

algorithms. Table 2 shows that, for each iteration step with incremental addition of the attribute 

set and across the entire attribute, IFW_FDAR_AA's classification accuracy is slightly higher 

than FRSA-IFS-HIS (AA) on all data sets. Moreover, the number of attribute reductions of 

IFW_FDAR_AA is much smaller than FRSA-IFS-HIS (AA), especially on the reduct with a 

large number of attributes like Libra. Therefore, implementation time and generalization of the 

classification rule set on the reduct of IFW_FDAR_AA are more efficient than FRSA-IFS-HIS 

(AA). 

Table 2. The number of attributes in reduct and the classification accuracy of IFW_FDAR_AA and 

FRSA-IFS-HIS(AA). 

ID Data set 
Attribute 

set 

The 

number of 

attributes 

The total 

number of 

attribute 

IFW_FDAR_AA 
FRSA-IFS-

HIS(AA) 

R  Accuracy R  Accuracy 

1 WDBC 
0C  15 15 3 76.14 5 75.96 

1C  3 18 4 79.02 8 78.25 

R
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2C  3 21 4 79.02 9 79.82 

3C  3 24 5 85.98 12 84.85 

4C  3 27 6 93.18 15 89.36 

5C  3 30 6 93.18 16 92.86 

2 Credit 

0C  5 5 3 78.64 4 77.92 

1C  2 7 4 81.92 5 80.15 

2C  2 9 5 84.26 6 82.39 

3C  2 11 5 84.26 6 82.39 

4C  2 13 6 86.05 7 84.72 

5C  2 15 6 86.05 8 85.96 

3 German 

0C  10 10 5 72.16 6 70.46 

1C  2 12 5 72.16 7 72.02 

2C  2 14 6 73.08 8 73.08 

3C  2 16 6 73.08 8 73.08 

4C  2 18 7 74.28 10 73.92 

5C  2 20 7 74.28 11 74.16 

4 Wave 

0C  11 11 4 65.96 9 65.02 

1C  2 13 5 68.72 11 67.78 

2C  2 15 6 69.08 13 68.25 

3C  2 17 6 69.08 14 68.97 

4C  2 19 7 70.88 16 70.02 

5C  2 21 8 71.49 17 70.85 

Table 3 presents the comparison results of execution time of two algorithms 

IFW_FDAR_AA and FRSA-IFS-HIS (AA) (in seconds - s). Table 3 shows that the time of 

IFW_FDAR_AA is higher than FRSA-IFS-HIS (AA) on all datasets, the reason is that 

IFW_FDAR_AA takes extra time to implement the classifier in the wrapper phase. This is also a 

common drawback of algorithms that follow the filter-wrapper approach. However, with the aim 

of minimizing the complexity and increasing the accuracy of the classification rule set, the cost 

of time to find the reduct of the proposed algorithm is acceptable. 

Table 3. The execution time of IFW_FDAR_AA and FRSA-IFS-HIS(AA) (s). 

ID 
Data set 

Attribute 

set 

The 

number of 

attributes 

The total 

number of 

attribute 

IFW_FDAR_AA 
FRSA-IFS-

HIS(AA) 

Time
 Total 

time 
Time

 Total 

time 

1 WDBC 0C  15 15 2.92 2.92 2.16 2.16 



 
 

Ho Thi Phuong, Nguyen Long Giang 

 

272 

1C  3 18 0.33 3.25 0.28 2.44 

2C  3 21 0.34 3.59 0.32 2.76 

3C  3 24 0.22 3.81 0.20 2.96 

4C  3 27 0.21 4.02 0.18 3.14 

5C  3 30 0.24 4.26 0.16 3.30 

2 Credit 

0C  5 5 2.05 2.05 1.74 1.74 

1C  2 7 0.24 2.29 0.18 1.92 

2C  2 9 0.29 2.58 0.22 2.14 

3C  2 11 0.26 2.84 0.21 2.35 

4C  2 13 0.28 3.12 0.20 2.55 

5C  2 15 0.22 3.34 0.18 2.73 

3 German 

0C  10 10 3.08 3.08 2.64 2.64 

1C  2 12 0.21 3.29 0.17 2.81 

2C  2 14 0.30 3.59 0.17 2.98 

3C  2 16 0.32 3.91 0.21 3.19 

4C  2 18 0.38 4.29 0.24 3.43 

5C  2 20 0.35 4.64 0.26 3.69 

4 Wave 

0C  11 11 64.56 64.56 56.02 56.02 

1C  2 13 8.00 72.56 6.8 62.82 

2C  2 15 6.52 79.08 5.62 68.44 

3C  2 17 7.17 86.25 6.08 74.52 

4C  2 19 5.79 92.04 4.94 79.46 

5C  2 21 6.68 98.72 5.18 84.64 

6. CONCLUSIONS 

In the current trend of big data, decision systems are increasingly large in size and always 

changing, updating typically in the case of changing attribute sets. On such decision systems, the 

construction of algorithms to improve the efficiency of finding reduct to improve the efficiency 

of the classification rule set has high practical significance. Up to now, the incremental 

algorithms for finding reduct in case of adding and deleting attribute set are filter algorithms 

have followed the traditional filter approach. Therefore, the reduct of these algorithms is not 

optimal in terms of the number of attributes and classification accuracy. In this paper, we build 

up the distance update formulas in the paper [15] with the addition and deletion case of the 

attribute set. For using in-built formulas, we hereby propose two filter-wrapper incremental 

algorithms that find the reduct of the decision system: algorithm IFW_FDAR_AA in case of 

adding an attribute set and algorithm IFW_FDAR_DA in case of deleting attribute set. Test 

results on data sets from UCI data warehouse [20] showed that the number of attributes in reduct 

of algorithm IFW_FDAR_AA is much smaller than algorithm FRSA-IFS-HIS (AA) [18]. 

Furthermore, the classification accuracy of IFW_FDAR_AA is higher than that of FRSA-IFS-

HIS (AA). Therefore, the classification rule set on the reduct IFW_FDAR_AA is more efficient 



  
 
Fuzzy Distance-Based Filter-Wrapper Incremental Algorithms for AR when AA or DA 

 

273 

than FRSA-IFS-HIS (AA). However, the execution time of the IFW_FDAR_AA algorithm is 

higher than that of FRSA-IFS-HIS (AA), the reason is that IFW_FDAR_AA takes extra time to 

implement the classifier in the wrapper phase. The next research direction is to continue to 

improve the filter-wrapper incremental algorithms to shorter the execution time with incremental 

computation solution when running the classifier. 
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