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ABSTRACT 

 
In this paper, medical objects are used as features to classify clinical records. Medical 

objects such as disease names, drug names, symptoms, examination indicators are extracted 

using an Unstructured Information Management Architecture (UIMA) based system. The 

extracted medical objects will be used against the "bag-of-words" as the features of the clinical 

record in some classification algorithms. The results show that the precision of the classification 

results using medical objects is better in all algorithms, suggesting that medical objects 

contribute a significant part to the semantic of a clinical record. 
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1. INTRODUCTION 

Clinical records (or clinical notes) are records about real medical treatments of patients. 

They provide useful information which can be utilized in many different ways. However, 

clinical records are often written in free, natural language, with an informal fashion: they can 

contain incomplete sentences, inverted constructions, misspellings, etc[1]. Those attributes make 

the useful information contained in clinical reports difficult to be extracted by means of 

automatic tools, thus limiting the potential of applying analyzing algorithms to this domain's 

problems. 

Our goal is to extract the medical objects appeared in clinical reports. Medical objects are 

terms in the clinical records which are related to the medical domain such as disease name, drug 

name, etc. These medical objects may contribute a significant part to the semantic of the clinical 

record in which they are contained. 

Our system is based on the Apache implementation of the Unstructured Information 

Management Architecture (UIMA) [2], an architecture for building flexible and modular 

unstructured data processing system. To demonstrate the contribution of medical objects to the 

semantic of the clinical records, we have tested many types of features and many classification 

algorithms on the data set of the 2008 i2b2 obesity challenge [3], each algorithm was executed in 

two conditions: using the medical objects versus using words in the clinical record as the 

features for classification. The results of each algorithm in each condition will be compared to 

find out if using medical objects yields a better result. 
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2. RELATED WORK 

In order to improve automated text classification, researchers have a tendency to 

concentrate on adopting and enhancing machine learning algorithms such as decision trees, 

Naive Bayes [4], or focus on comparing the performance of existing classifiers [5] to find out the 

most appropriate ones. Meanwhile, text representation, which is another potential area that can 

affect the overall classification performance, hasn't received much attention. The prevalent 

approach taken by many researches is to represent the text with all the individual words in 

documents, often known as the bag-of-words representation. Additionally, Dumais et al [5] 

stated that representations more sophisticated than bag-of-words don't provide better 

effectiveness. However, this study didn't focus exclusively on medical documents. Conversely, 

Jimmy Lin et al [6] assumed that bag-of-words is not enough for strength of evidence 

classification, especially in biomedical field, although their experimental results weren't indeed 

obvious. Furthermore, as an alternative to bag-of-words, Wilcox et al [7] proposed the use of 

medical domain knowledge and a natural language processor to extract medical concepts and use 

those concepts as the features in classifying radiology reports; they found that using domain 

knowledge increased the performance of their classification methods. 

For medical object extraction, there are various approaches for this task. According to 

Leser et al [8], these approaches can be classified into three separate groups: dictionary based, 

rule based, and machine learning techniques. In dictionary based approaches, the text is matched 

against a fixed lexicon. Even though the precision is high, the recall is sometimes very low as 

new disease and drug names, for example, are presented. Rule based approaches are usually 

hand crafted by experts. The disadvantage of rule-based approaches is that the process is time 

consuming and such approaches have difficulties handling unseen name patterns. Various 

machine learning techniques have also been applied to solving this problem such as Support 

Vector Machine (SVM), Naive Bayes... 

For objects' context analysis, several works have been done in the recent years, especially 

in negation handling. Aronow et al [9] applied syntactic processing techniques to identify noun 

phrases as well as determine negation scope. They also use machine learning algorithms to 

identify the negative patterns in the text. Another method developed by Averbuch et al [10] uses 

an information gain based selection algorithm to automatically learn negative patterns from the 

text. Chapman et al [11] proposed a regular expression based negation determination algorithm. 

Especially, it defines a wide range of negation phrases that either appears before or after a 

finding in medical domain. 

3. OUR APPROACH 

3.1. Introduction to UIMA 

UIMA defines a common structure to store the analyzed data: the Common Analysis 

Structure (CAS). The CAS object contains the document to be analyzed and the current analysis 

result. CAS objects can be serialized and passed between components in the system. Upon 

receiving the CAS object, each component will read the document and the existing analysis 

results necessary for their task, then add their own results to the CAS object and send it to 

another component. 

There are three main types of component in UIMA: Collection Readers, Analysis Engines 

and CAS Consumers. The Collection Readers will connect to the data source, read the collection 
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of documents to be analyzed, create a CAS object for each document, then send the CAS objects 

created to a pipeline of Analysis Engines. Each Analysis Engine usually performs one single 

task such as splitting sentences, tokenizing, etc. Finally, the CAS Consumers read the analysis 

results in the CAS object and save them to desired persistent sources such as database, XML 

files, indices, etc. 

 

Figure 1. UIMA components and workflow 

 3.2. Our system model 

Based on the UIMA, our system is composed by several UIMA components. A Collection 

Reader will read the clinical records presented in dataset then create a CAS object for each 

clinical record read. After that, the CAS object is passed through a pipeline of Analysis Engines; 

the Analysis Engines will perform natural language processing (NLP) tasks, medical object 

extraction tasks and then classification tasks. Finally, the CAS Consumers will convert the 

classification result to the specific XML format for comparison goal. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. UIMA based classification system model 
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The NLP tasks is handled by the UIMA wrapper components for OpenNLP [12] developed 

by the Jena University Language & Information Engineering Lab. We used the Sentence 

Splitter, Tokenizer, Part-of-speech Tagger and Chunker components. After the CAS object 

passed through these components, we can determine phrases in the clinical record, such as noun 

phrase, verb phrase, etc. This creates the foundation for the next tasks, as medical objects are 

usually noun phrases and our extraction rules are mostly based on the phrases. 

The medical object extraction task, the main task in our system, is carried out by using rule 

based method and dictionary based method. The rule based medical object extraction 

components use some simple rules that we have observed in our clinical record data. Our rules 

can detect disease names, symptoms, drug names and physical examination results appearing in 

the clinical note. For the dictionary based method, we utilized the Dictionary Annotator 

provided in the Apache UIMA project [13], using a subset of SNOMED CT [14] as the 

dictionary of diseases-symptoms and a subset of RxNorm [15] as the dictionary of drugs. 

The classification tasks is handled by the Mayo Weka/UIMA Integration (MAWUI) library 

[16], using the medical objects extracted in the previous tasks as the features of the clinical 

record. We also use NegEx [11] to add the negation context to each feature before classifying 

the clinical record. 

4. OUR EXPERIMENTS 

In this section, we will present our results and observations. In order to evaluate our 

system, we conducted the experiment based on the dataset from the I2B2 obesity challenge 2008 

[10]. This dataset was divided into two parts: 730 clinical records for training the system and 

530 records for testing. In our experiment, besides using medical objects as the clinical records' 

features to classify the diseases, we also used the "bag of word" features enhanced by removing 

stop words to evaluate the effect of using medical objects. Three machine learning algorithms: 

SVM, Naive Bayes and J48 decision tree were applied to the classification. 

4.1. Dataset 

According to the I2b2 challenge 2008 [10], the dataset is the discharge summaries of 

patients obtained from different healthcare organizations. Each patient record which underwent a 

process of de-identification was assigned as present, absent, questionable or unmentioned for 

each disease in the disease set: Obesity, Diabetes mellitus - DM, Hypercholesterolemia, 

Hypertriglyceridemia, Hypertension - HTN, Atherosclerotic CV disease - CAD, Heart failure - 

CHF, Peripheral vascular disease - PVD, Venous insufficiency, Osteoarthritis - OA, Obstructive 

sleep apnea - OSA, Asthma, GERD, Gallstones, Depression and Gout. 

4.2. Results 

Here, we will compare the accuracy of disease classification predicated upon "medical 

objects" features and predicated upon "bag of word" features on three machine learning 

algorithms: Support Vector Machine (SVM), Naive Bayes, J48 decision tree.  
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The graphs in Figs. 3, 4, 5 summarize the performance of the mentioned algorithms. In 

these three algorithms, medical objects based classification shows average accuracy higher than 

bag-of-words based classification. Especially in the SVM classification, using medical objects 

yields better results in all cases. Nevertheless, in some specific diseases, bag of word 

classification is predominant, especially in the J48 decision tree case. The results also show that 

in medical objects based classification, SVM is the best in three algorithms with an average 

accuracy of 92%; Naive Bayes performed the worst with an average accuracy of 84%. 

Meanwhile, in bag-of-words based classification cases, J48 is the best with an average accuracy 

of 88%; Naïve Bayes is the worst with 75%. 

5. CONCLUSION 

In this paper, we have explored various problems associated with free text processing of 

clinical reports and have also presented our approach to address some of those. The experimental 

results demonstrate that medical objects based classification does help in increasing the 

classification accuracy. 

As a future work, we intend to explore other semantic aspects to make better predictions 

and find ways to utilize the annotated information for other problems in this domain such as 

retrieval, decision support, etc. 

Figure 3. Accuracy of disease 

classification system based on medical 

objects versus bag of words on SVM 

Figure 4. Accuracy of disease 

classification system based on medical 

objects versus bag of words on Naïve 

Bayes 

 

Figure 5. Accuracy of disease 

classification system based on medical 

objects versus bag of word on J48 

decision tree 
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