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Abstract. Spectral clustering is a clustering method basedalgebraic graph theory. The
clustering effect by using spectral method depemevily on the description of similarity
between instances of the datasets. Although, spetistering has been of significant interest in
recent times, the raw spectral clustering is oftased on Euclidean distance, and it is
impossible to accurately reflect the complexity thé data. Despite having a well-defined
mathematical framework, good performance and saitpliit suffers from several drawbacks,
such as it is unable to determine a reasonabléecloember and is sensitive to complex shape
objects and noise elements. In this paper, we presaiew approach named spatial-spectral
fuzzy clustering which combines spectral clusteringd fuzzy clustering with spatial
information of the data samples with their neiglsbmto a unified framework to solve these
problems. The study consists of three main stefggn § calculate the spatial information value
of the pixels, step 2 applies the spectral clustedalgorithm to change the data space from the
color space to the new space, and step 3 clusterdata in new data space by fuzzy clustering
algorithm. Experimental results on the remote sensnage were evaluated based on a number
of indicators, such as I1Ql, MSE, DI and CSI, shayihat it can improve the clustering accuracy
and avoid falling into local optimum.

Keywords:spectral clustering, spatial information, remaasing image, fuzzy clustering.
Subject Classificatiord.7.4; 4.8.2; 4.8.3

1. INTRODUCTION

Spectral clustering is a technique for finding gratructure in data. This method was first
introduced by Donath and Hoffman in [1] who suggddb use eigenvectors and eigenvalues of
a graph-related matrix called the graph Laplaciasadive the problem of detecting clusters in an
undirected graph. It is based on viewing the datmtp as nodes of a connected graph and
clusters are found by partitioning this graph [Bgsed on its spectral decomposition, into
subgraphs that possess some desirable properti&pgtral clustering applies in various fields
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such as medical image classification [4], satellitage [5, 6], bioinformatics [7]. The widely
used similarity measure for spectral clusteringg@ussian kernel function which measures the
similarity between data points. However, it is idifft for spectral clustering to choose a suitable
scaling parameter in Gaussian kernel similarity snea [8].

So much research has improved to overcome the dcksbof the spectral clustering
method, the research focus based on distributi@nackeristics, the structure of the cluster or
data density. Some research as, Yue Li et al.dBbttucted a new matrix S based on density as
the similarity matrix, and proposed k-Means based density to converge the global
optimization. Making it to find the spatial distution characteristics of complex data. As we
know it, k-means clustering algorithm is hard, watrerlapping data, the application of k-Means
technique do not often result in high precisione@mal clustering has shown to be a powerful
technique for grouping and/or ranking data as vesll a proper alternative for unlabeled
problems, so, D.H. Peluffo-Ord 0" nez et al. [10} laa overview of clustering techniques based
on spectral clustering problem of dynamic data ysisl Chang-an Liu and his team [11]
improved spectral clustering algorithm (ISC) by lgpm the hill-climbing techniques to find the
cluster centroids and reduce computing costs bygimgrthe pixels have the same gray level.
However, merging the pixels have the same grayl leile lose the relationship between the
spatial pixels, which affect the clustering results

To increase the accuracy of image clustering, a hievarchical lterative Clustering
Algorithm using Spatial and Spectral informationswatroduced by Sayyed Bagher Fatemi et
al. [5] This algorithm separates pixels into unartand certain categories based on decision
distances in the feature space. The algorithm daltled certain pixels using the k-means
clustering, and the uncertain ones with the helpn&drmation in both spatial and spectral
domains of the image. The difficulty of this alghm is knowing exactly the certainty of a pixel
belonging to a certain class.

The classic spectral clustering algorithm has a&sapperformance in the category in any
shape of data collection, but the computational gerity of the classic spectral clustering
algorithm is very high. In the case of limited cartgr memory and computing speed, only can
process low-dimensional image. To solve these prmog] Hua Bo et al. [6] Improved Spectral
Clustering Algorithm adopts a grid method that dhiginal image was divided into several sub-
images first and then processed separately. Thsrieduce the computational complexity, but
disadvantages of this approach is that on eachnsafe, segmentation results easy to fall into
local convergence. Feng Zhao et al. [12] developedizzy similarity measure for spectral
clustering to replace the traditional measuremehtgpectral clustering algorithm used is based
on Gaussian kernel function. Peng Yang et al. d&jned the density sensitive similarity
measure which can adjust the distance in regiotts different density to replace conventional
Euclidean distance based and Gaussian kernel dunotised spectral clustering.

Moreover, H.Q. Liu et al. [14] proposed a methodyvel non-local spatial spectral
clustering algorithm for image segmentation. In phesented method, the objective function of
weighted kernel k-means algorithm is firstly moelifi by incorporating the non-local spatial
constraint term. Then the equivalence between Hjectve functions of normalized cut and
weighted kernel k-means with non-local spatial t@msts is given and a novel non-local spatial
matrix is constructed to replace the normalizedlagipn matrix. Finally, spectral clustering
techniques are applied to this matrix to obtainfthal segmentation result. Jun Yan and et al.
[15] is inspired by density sensitive similarity aseire. Making it increase the distance of the
pairs of data in the high density areas, which@ated in different spaces. And this can reduce
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the similarity degree among the pairs of data e@aghme density region, so as to find the spatial
distribution characteristics complex data.

Besides, spectral clustering algorithms are semsitb noise and other imaging artifacts
because of not taking into account the spatialrmédion of the pixels in the image. Owing to
the limitations of the feature space in multispgldimages and spectral overlap of the clusters, it
is required to use some additional information sashhe spatial information of pixel in image.
So the need for improvements in order to overcohe drawbacks mentioned above with
spectral clustering method. We present a new apbroamed spatial-spectral clustering which
combines spectral clustering with spatial informatinto a unified framework to solve these
problems, this paper constructed a new matrix ®das spatial information as the similarity
matrix, and proposed using fuzzy k-Means algorittomconverge the global optimization
(SSFKM).

2. MATERIALSAND METHODS
2.1. Materials
2.1.1. Spectral clustering algorithm

Spectral clustering techniques [1, 2, 3] make us¢he spectrum (eigenvalues) of the
similarity matrix of the data to perform dimensitityareduction before clustering in fewer
dimensions. The similarity matrix is provided as @mput and consists of a quantitative
assessment of the relative similarity of each pipoints in the dataset.

Let X ={X X ,...,X,} be the set oh points to be clustered, arfsl be thenxnsimilarity
matrix with its elements,s;, showing pairwise similarities betweem points. Let

G =(V,S X) be a weighted, undirected graph with representingn nodes & O X to be

clustered), andS defining the edges. When constructing similagtgphs the goal is to
model the local neighborhood relationships leetw the data points. There are other

several popular constructions to transform ta points with pairwise similarities;

into a graph.S is usually constructed as a Gaussian function cbase (often Euclidean)
distancesd (X, )g) , between samples;, X :

d2(xi,Xj)J (1)

§ = eXp(_ P

with a global parameteo determining the decay of the similarity. This ddfon requires
either a user-sar value or a selection among maay values to find the optimal value.

D is a diagonal matrix and its elements dre tlegrees of the nodes of G. The
degree of each nodd, , is computed with:

di =2 i ) @
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The Laplacian matrix_, is constructed using the similarity matr& and degree matrix
D, depending on the approach for graph-cut optirgratNg et al. [8] define a normalized
Laplacian matrix,L as:

L = D—l/ZSD—1/2 (3)

norm

norm?

then L is used for extraction ot clustering by finding itsc eigenvectors with thes

norm

highest eigenvalues. The spectral clustering dlyorcan be summarized as follows:
1. Calculate a similarity matri® (1), diagonal degree matri@ (2), andL,, (3).

2. Find thec eigenvector§e, e,,..., e} of L., associated with the highest eigenvalues
{A A, AL
3. Construct thenxc matrix E:[q, €.y g] and obtainnxc matrix U by normalizing
G

the rows ofE to have norm 1, i.euij = = .
e
C

4. Cluster then rows ofU with the clustering algorithm into clusters.

2.1.2. Fuzzy k-Means clustering algorithm

The fuzzy k-means procedure by Bezdek [16] alloachedata pattern to have a degree of
membership in cluster i. In general, degree of masibps in fuzzy k-means achieved by
computing the relative distance among the pattants cluster centroids. Initialize the initial

centroidsy,, i= l_C and degree of membershLllﬂS is determined as follow:

1,5 L
U = d/,z( n J @

jk

in which A :”)& _\{” is Euclidean distance between the pattéfnand the centroi(}/i, Cis
number of clusters and N is number of patterns.

Cluster centroids is computed as follows with thezff mean of all of the examples for
cluster i

N N
V=D Ut Dy, (5)
k=1 k=1

In which i =1.--C k=1...N Repeat the formulas (4) and (5) until there isigmificant
change about centroid of clusters.

Next, defuzzification for FKM is made as (%) > u;(x) forj=1,..,C and ¥ j then

X is assigned to cluster i

2.2. Analytical methods
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2.2.1. Spatial information

In image segmentation, the key to determine a firédnging to certain area is based on
the similarity of these colors, which is calculatedough a distance function in the color space

d; =H>$ - )5” e.g. Euclidean distance between the patt¢rrand X;. However in fact, the

shape and structure of the cluster also has aircenfiuence on the data clustering. Which
means that together with information about the rcolothe pixel, the spatial information of
pixels also need to be considered when clusterittg. @he main idea of the method is to add
information about the location of the pixels inteetclustering process, with the pixels have
colors close to the color of the center pixel,anris of location, the pixel is closer to the center
it more likely belongs to the same cluster withtcarpixels than other pixels.

To calculate the degree of influence of the neigimigopixels to the center pixel, we use a
mask of sizenxn to position on the image, the center pixel of eesk is the considered pixel.
The number of neighboring pixels P is determinedesponding to the selected type of mask
size i.e. 8 pixels for mask 3x3, 24 pixels for mask, 48 pixels for mask 7x7, so on.

To determine the degree of influence of the neighigopixels for the center pixels, a
spatial information measurd/l, is defined on the basis of the distar*be—&” and the

attraction distance, :

> (% -x%[v)"

M =12 (6)

in which H)g -X% H is the distance of the all neighboring elemgnton the mask to the clustey

. The distance attraction, is the squared Euclidean distance between elen{enty ) and

(xj, yj) about position on the mask. According to the abewgression, spatial information of

each pixel comes with a higher value if its coksimilar to the color of neighboring pixels and
vice versa. We use the inverse distanlf:’ebecause the closer the neighbaysof the centerx

are the more influence they exert on the resultdcwversa.

The idea behind the use of this spatial relatignéffiormation can be outlined as follows:
consider the localnxn mask, for sliding the mask on the image and catmg the spatial

information of the center pixeX based on the location of the center piXelvith the pixelsx;
in the mask and the distance in color s;ﬂace X H This aims to reduce the effect of noise on

the image. From above description, this methodrofiarity measure fully considers the spatial
information and can avoid the influence of the imagise.

Setr =max(r; ), is the radius of the largest circle in which p&#iat affect the central

pixel. Next, without loss of generality we standaed similar measurements on the following
formula:
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— M. —min(M,
M; = ' (]h )
max(M, ); —min(M ),
2.2.2. Spatial-spectral fuzzy clustering algorithm
From the above description, a new similarity meassidefined as follows:
d?(x;,X;)
— _ "
Si —exp( oz C))

where s, showing pairwise similarities between pixelg, x ; d(X, >g)=H),(— )J(H is the
Euclidean distance betweef and X; ; r is the radius of the largest circle in whiclxgds that
affect the central pixelp is a constant belonging to [0,1]. Similarity MatrS is usually
constructed bys; according to the formula (8).

With degree matrixD, we build by adding spatial-spatial informationezich pixel, the
degree of each pixell , is computed with:

d=M*3gi) (9)
]

From the above description, the new Laplacian malyj,,, is constructed using the new
similarity matrix S and new degree matri® :

L., =D7Y2SD"? OfL

Find thec eigenvectors{el, €, Q} of L associated with the highest eigenvalues

new’

{A,A,,...A.} and construct thexxc matrix E =[g, &,..., ] and obtainnxc matrix U by

&

e

C

normalizing the rows o€ to have norm 1, i.eu; =

. Finally, cluster then rows ofU

with the fuzzy k-means clustering algorithm irgoclusters.
The main steps of the proposed method SSFiMgiven as follows:
Input: 1. Remote sensing image data.
2. Matrix size used to calculate spatial informatioumber of clusters .

Step 1. Calculate spatial information measuvk by (6), (7).

Step 2. Applies the spectral clustering algorithm to apaithe data space
2.1 Calculate a new similarity matr& by (8).
2.2 Calculate a diagonal degree mattixby (9).

2.3 Calculate a new matrik__ by (10).

new
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2.4 Find thec eigenvectors{eg, &,,...,€} of L, associated with the
highest eigenvalues{A,,/,,...A.} and define the c dimensional space
Y :(y)iﬂ,...n O R:

Step 3. Clusters the data in new data space
3.1 Calculates the function valug by (4).

3.2 Update centroidg,, i =1,...C by (5).

3.3 Checks the stop conditiqnax{"\/“l) - \/‘)”} < ¢, If satisfied, go to output,
otherwise return to step 3.1.

Output: C;, C,,...,C, with C; ={x Ju; Oc}.

Spatial information
measure M, for

each pixel
Evaluate the error
1
A . AL Ay A with A, ={ily, ev
Similarity Diagonal degree Output: 4. 4, A with 4, =1 ly, € }
matrix 5 marixD | = [T TC-Z------ P--—--m - \

[ |

Centroids: V}.V,..... ¥V FEM!

-—

TR o i

T

Clusters on data set Y into ¢ elusters

Find ¢ eigenvectors 4. 4,.....4 Setnpoints ¥ ={y, € R}

i
Set I/ € R™ is a matrix of columns | Set ¥, € R® is the vecto corresponding
of 4-Areenen to row i of U. i=1.....n

Figure 1.Diagram the calculation steps of the SSFKM albonit

Figure 1 shows a detailed diagram of the calcutasi@ps of SSFKM algorithm. With this
approach, the new algorithm will overcome the diffiies in the selection of parametersand
pepper salt noise reduction in the image. Thisicarease the accuracy of the image clustering
with spectral clustering algorithm.

2.2.3. Spatial-spectral fuzzy clustering algorithm
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To assess the quality of image segmentation, eesasie indexes:
- Mean Squared Error (MSE) index [17]:

MSE(X = (X Y) (1)

where, X ={x} ={ %, %,... x}andY ={ y} ={ y, %...., ¥} corresponding to the original
image and segment results image. Smaller MSE valbetter quality clusters.
- Image Quality Index (I1QI) [18]:

40 ;&
QI = y S (12)
(ge+o)) (X +y)
_ 1 N _ 1 N N _ ) 1 N _
with x=N;>§, y=N;y, = 121)(_)()’ Jy:m;( y-y) and
axy-N—lZ(x N(y;-y) Where, X ={x} ={x, ... x}and Y ={ y} ={ ¥, %,.... %}

corresponding to the original image and segmemﬂtmﬂnage The best value 1 is achieved if
and only if y; = X, the lowest value of -1 occurs when= 2x- X with i =1,N.
- The Dunn’s index (DI) [19] is defined as

DI:miniR{manRm{ oA A) }} (13)

rnanDc{A(Ak)}
(A, A)=min{d(x, x)| xOA; xOA}

in which,
AA) =max{d % %) | x xOA}

andd is a distance function an4 is the set whose elements are the data poinignassio the

i"™ cluster. The main drawback with direct implemebptabf Dunn’s index is its computation

since calculation becomes computationally very agpe asc andn increase. If a data set

contains well-separated clusters, the distancesngntioe clusters are usually large and the
diameters of the clusters are expected to be sfaéirefore, large values of Dunn’s index
correspond to good clustering solution.

- The CS measure is proposed to evaluate clusidrslifferent densities and/or sizes [20].
It is computed as:

ii{w > max, o, {d(x, x)}}

i x;0A

—Z{mlnm s { v )}}

where |A| is the number of elements in clustéy and d(X;, %) a distance function. The
smallest CS measure indicates a valid optimal etirs].

CSl=

(14)
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3. RESULTSAND DISCUSSION
3.1. SAR image segmentation

Synthetic Aperture Radar (SAR) is used to obtaghhiesolution images from broad areas
of terrain. SAR is capable of operating under imgat weather conditions, day or night. SAR
images have wide applications in remote sensingneeqaping of the surfaces of both the Earth
and other planets. There are many other applicatfionthis technology such as environmental
monitoring, earth-resource mapping, land-cover sifisition, oil spill classification, so on.
However, SAR image segmentation is a difficult taskemote sensing applications due to the
influence of the speckle noise (see Figure 2 agdrEi4), therefore, using conventional methods
will not inefficient with speckle noise. Using coinhtions of technigques with spatial
information can help increase the accuracy of #laation results (The test data is taken from
https://earth.esa.int/web/guest/data-access/satapdd-

3.1.1. Experiment 1

To testing SSFKM algorithm that we proposed, SARgde segmentation with oil spill on
the sea. The Envisat ASAR image data were takeMatera coastal areas, Italy on 17
November 2002 (Figure 2). The oil slick releasedhgytanker is visible as a black streak across
the images. The tanker itself is visible as a wHideat the bottom-left of the main slick (bottom-
left of the image). To perform SAR image segmeatainto 2 layers: seawater layer and oil
spill layer. To compare the proposed algorithm with methods has been studied before, we
empirically on four methods FKM, SC, ISC and SSFig\proposed in this paper.

Figure 2.Spill oil area on Envisat ASAR image in Matera dahareas, Italy on 17/11/2002.
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The output images is shown in Figure 3 below. E&sysee in Figure 3a, oil stain
classification result is unclear, there are mange®appear in the result image. In Figure 3b and
Figure 3c noise significantly reduced, particulastythe amount of noise in Figure 3d has fallen
strongly and oil stains is clearer.

To assess the performance of the algorithms omxperimental images, we analyzed the
results on the basis of several validity indexe®. dnsidered several validity indexes such as
the MSE, 1QI, DI and CSI.

a) b) c) d)

Figure 3 Results of oil stain classification on the EnviA8AR image in Matera coastal areas,
Italy on 17/11/2002.

Table 1.Performance of the FKM, SC, ISC and B88FKMalgorithms.

Index FKM SC ISC SSFKM
MSE 0.1986 0.1452 0.1075 0.0918
QI 0.4982 0.6124 0.6732 0.8124
DI 0.0198 0.0109 0.0365 0.0425
Csl 1.3017 0.9683 0.7750 0.7751

Table 1 shows that 1QI index and DI index are theyést with 0.8124 and 0.0425 on
SSFKM algorithm, while ISC algorithm is 0.6732 add365; These indicators decrease with
0.6124 and 0.4982; 0.0109 and 0.0198, respectimelnlgorithms SC and FKM. With MSE
index, the largest is 0.1986 when tested on FKMbritlyn, and descending on algorithms SC,
ISC and SSFKM, while, the lowest value is 0.0918&FKM algorithm. The smallest value of
CSl index is 0.7750 with ISC algorithm, while, SS#kKalgorithm is 0.7751 and we easily see
that this deviation is insignificant. While CSI i with SC algorithm is 0.9683 and FKM
algorithm is 1.3017. Thus, based on the value ®itldex clustering quality evaluation, the most
of the cases showed SSFKM algorithm for clusterggylts better than the algorithm ISC, SC
and FKM.

3.1.2. Experiment 2
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a)
Figure 4.Spill oil area on Envisat ASAR image in Gulf of Mea (a) 26/04/2010, (b) 29/04/2010.
Test data that Asar envisat images was taken frapilboil area in Gulf of Mexico on

26/04/2010 (4a) and 29/04/2010 (4b), with coordinates 0014'02.75"N, (03'56.39’E to
0°04'27.33"N, 22'13.94"E) with area of23.32hectare Easily recognized oil stains on Figure
4a with clearer boundaries, whereas in Figure #istains have long existed in the sea, so the
contrast with the surrounding waters as well asbiendaries of oil stains is not clarity, many
parts mixed with water and oil stains area hasagpre

Classification results shown in Figure 5 in GulfMé&xico on 26/04/2010, the FKM, SC,
ISC and the SSFKMlIgorithm with Figure 5a, Figure 5b, Figure 5c &nglure 5d, respectively.
In Figure 5, still quite a lot of noise on the Higuba, 5b and 5c, especially, in Figure 5a.
Classification results in Figure 5d shows the naiseost nonexistent on water layer spill area is
also clear than other results.

a) b) c) (d)

Figure 5.Results of oil stain classification on the Envid&AR image in Gulf of Mexico on 26/4/2010.

Figure 6 shows classification results in Gulf of b® on 29/04/2010, the FKM, SC,
ISC and the SSFKMlIgorithm with Figure 6a, Figure 6b, Figure 6¢ &nglure 6d, respectively.
Easy to see, the noise is reduced quite good aeltesults in Figure 6 because SAR image
data has quite little pepper salt noise (see Figle however a large amount of information
about the oil stains on the Figure 6a, 6b and @migused with noise, therefore undetectable.
Test result with our algorithm on Figure 6d shonat only is the noise reduction possible but
that oil stains classification result is also coetgland clearer.

Table 2.Performance of the FKM, SC, ISC and $8FKMalgorithms on 26/4/2010.
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Index FKM SC ISC SSFKM
MSE 0.2081 0.1642 0.1212 0.1063
QI 0.4267 0.5638 0.7851 0.8542
DI 0.0169 0.0317 0.0561 0.0618
Csl 1.3516 0.9981 0.8725 0.6068

a)

b)

<)

()

Figure 6.Results of oil stain classification on the Envia&AR image in Gulf of Mexico on 29/4/2010.

Table 3 Performance of the FKM, SC, ISC and $8FKM algorithms on 29/4/2010.

Index FKM SC ISC SSFKM
MSE 0.1916 0.1578 0.1082 0.0098
QI 0.4372 0.5892 0.6823 0.9071
DI 0.0318 0.0461 0.0598 0.0783
Csl 1.877 1.2319 0.8873 0.7652

Tables 2 and 3 indicate the value of the indexss&sg the quality of clustering results.
Overall, the results classified according algorittmat we propose for better results than the
algorithm FKM, SC and ISC. Based on the value f itdex, the FKM algorithm for clustering

result is the worst, followed by SC and ISC aldont

3.2. Land-cover classification
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Figure 7.Remote sensing image in Hanoi center on 30/9/2009.

The test data is Landsat-7 ETM+ remote sensing énrtagen in Hanoi central area on
30/9/2009 (https://earthexplorer.usgs.gov/), comtdis from (1050 38' 38.8289"E, 210 07
5.3254"N) to (1050 58' 53.5268"E, 200 58' 14.97D)Iiith 564.13 sg km (see Figure 7). These
Landsat-7 image will be classified into six claseggresenting six types of land covdililill
Class 1: Rivers, ponds, lakd®@  Class 2: Rocks bail. Class 3: Fields, grass.
[0 Class 4: Planted forests, low woollll @  Class Seriéal tree copdilll Class 6:

Jungles.

Table 4 Results of land cover classification in Hanoizare

Class FKM SC ISC SSFKM
1 8.581 % 8.034 % 7.126 % 6.920 %
2 14.164 % 15.601 % 18.629 % 19.345 %
3 12.959 % 15.369 % 19.404 % 21.103 %
4 25.156 % 21.882 % 15.828 % 14.598 %
5 25.148 % 22.680 % 19.854 % 18.564 %
6 13.992 % 16.434 % 19.158 % 19.469 %

The results of land cover classification wehewn in Figure 8, in which figure 8a, 8b, 8c
and 8d are classification results of FKM, SC, I1$d 8SFKM proposed algorithm, respectively.
Table 4 showed the comparison of classificatiomltebtained by using FKM, SC, ISC and
SSFKM algorithm. As can be seen, there was a sigmif difference on the area of regions
classified by the aforementioned algorithms.
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d)
Figure 8.Result land-cover classification in Hanoi area, FK| SC (b), ISC (c) and tHeSFKM (d).

Table 5.Performance of the FKM, SC, ISC and the SSFKM détigans.

Index FKM SC ISC SSFKM
MSE 0.3872 0.2091 0.1762 0.1483
QI 0.2837 0.6523 0.7323 0.7879
DI 0.0476 0.0568 0.1086 0.1085
CSlI 1.4729 1.1734 0.7678 0.7139

In this study, to evaluate the quality of clusteve,considered the different validity indices,
such as MSE, IQI, DI and CSI. It can be seen tiattcuracy of land cover classification using
FKM algorithm and SC algorithm was very low. Maryjects, such as bare soil and water, bare
soil and sparse vegetation were misclassified. démuracy of land cover classification was
improved when using ISC algorithm, however, it wwas so high. | can be seen that the SSFKM
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provided better classification result than the othalgorithms, such as FKM, SC and ISC in
MSE, 1QI, CSI. With DI index, classification resuf SSFKM is better than FKM and SC. The
results of calculation of 1Ql, MSE, DI and CSI inds by 4 algorithms FKM, SC, ISC and
SSFKM were shown in Table 5.

4. CONCLUSIONS

In this study, we have presented a spatial-speftrady k-mean clustering algorithm
(SSFKM). The first one is based on spatial relaiops between the pixels and their neighbors
in circle to similarity matrix. The second one usias set of spatial information values to degree
matrix. The advantages of the proposed algorithragainted out in reducing noise on image.
Test results show that proposed algorithm has Bigimentation accuracy and significantly
reduces the computational complexity of classigmctral clustering algorithm and through
experimental results, according to the visual aatidity indexes MSE, IQI, DI and CSI,
basically SSFKMor sharper image quality, better noise reduction.

There are several further research directions dnoty the use and refinement of the
proposed clustering to processing on other saélitage types and application to land-cover
change detection, environmental classification asdessment of land surface temperature
changes. The issues of speed-ups of the proposé#wbadsebased on GPU platforms form
another important research direction.
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