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Abstract. Nowadays, people are connected to the Interneuaadifferent Cloud solutions to
store, process and deliver data. The Cloud consistscollection of virtual servers that promise
to provision on-demand computational and storageuees when needed. Workflow data is
becoming an ubiquitous term in both science andn@ogy and there is a strong need for new
tools and techniques to process and analyze laae-€omplex datasets that are growing
exponentially. Scientific workflow is a sequencecohnected tasks with large data transfer from
parent task to children tasks. Workflow schedulsthe activity of assigning tasks to execution
on servers and satisfying resource constraintstaads an NP-hard problem. In this paper, we
propose a scheduling algorithm for workflow datattts derived from the Branch and Bound
Algorithm.
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1. INTRODUCTION

With the development of the network technology, WicComputing used to solve larger
scale complex problems becomes a focus technoldgyeduling for big data workflow is a
challenging problem in Cloud environment. Data rsits¢s develop workflows by modeling their
complex scientific applications as a set of datecessing tasks with a set of data dependencies
between the tasks and there are many scientifiticatipns that use workflow data such as
Montage [1], CyberShake [2], Epigenomics [3], LIfA) 5]. The goal of these applications is to
minimize the total cost for executing the workflow.

The workflow scheduling problem in a cloud enviramhis essentially mapping of tasks in
the workflow to cloud servers that satisfy the omliethe tasks in the workflow and the total costs
of executing the workflow is minimum. The calcuthteolume and data requirements of the tasks
are given. The computation cost of each task onsémeer and the data communication costs
between the servers are given by the cloud sepioeiders. There are many approaches to
solving workflow scheduling problems. Evolution alifhms have a fast execution time, but the
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solution is not optimal. The branch and bound atllgor has a longer execution time, but this
algorithm gives an optimal solution.

The rest of the paper is organized as follow. 8acli reviews some of the related works
about the workflow scheduling algorithms. Sectibrbiiefly describes the computation platform
on which our algorithm operates. Section IV repnése new scheduling algorithm for data
workflow in the cloud environment based on branol bBound algorithm. Section V describes
the experiments we have conducted by using soneatsc workflows. Section VI concludes
our paper and sketches the future works.

2. RELATED WORK

Workflow is a sequence of connected tasks. WorkBoheduling is a big issue in the era of
Cloud Computing. Basically it is the issue relatedhe mapping of each task to an appropriate
server and allowing the task to satisfy some pevémrce constraints. The mapping of tasks to the
computation resources such as servers is an NPlemmproblem [6]. So, past works have
proposed many heuristics based approach to schgdtioud’s workflows.

A. Mohan [7] proposed a scheduling algorithm in ehegeneous cloud computing
environment which minimize the makespan of workfld8: Lin [8] proposed a scheduling
algorithm for big data application in Cloud envinoents. Guo-Ning and Ting-Lei [9] represented
an optimized algorithm for task scheduling basedHgbrid Genetic Algorithms. The authors
covered in their study the QoS requirements likesngetion time, bandwidth, cost, distance,
reliability of different types of tasks. L. Guo [[L€epresented a model for task scheduling in
Cloud to minimize the overall time of execution anadnsmission. L. Guo proposed the PSO
algorithm which is based on small position value.r&k. Rajkumar [11] proposed an hierarchical
scheduling algorithm which helps satisfy serviceeleagreement with quick response from the
service provider. S.J. Xue [12] proposed the hyB&D algorithm to minimize the cost execution
of the workflow. Crossover and mutation of genelgorithm are embedded into the PSO
algorithm to improve the global search. J. Liu tnak [13] represented the components of an
intelligent job scheduling system in cloud compgtifPandey [14] represented a scheduling
algorithm (PSO_H) to minimize the total cost of #hecution at servers, instead of finding the
schedule which has a minimum cost, PSO_H lookedttier schedule that minimizes the
execution cost of the server which has greatest cos

3. HETEROGENEOUS COMPUTATION PLATFORM
3.1. Problem formulation

Briefly, CLOWS problem is identified as: Given & séservers S-the computation resource
of the Cloud Center-and a set of workflow task&l®dw to determine a schedule of minimal total
cost for T on S.

We denote the workflow as a Directed Acyclic GrdptAG) represented by G = (V, E),
where

* Vs set of vertex, each vertex represent a task,
e T={Ty, T,...,Tu} is the set of taskd/ is the number of tasks,
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E represents the data dependencies between tiskse The edgé€T;, Tj)) L/ E means the
taskT; is the father of the task, tdatd = (T;, T)/7E is the data produced By will be
consumed by the tadk. (see Figure 1),

The Cloud’s computation resource, set of sen&rs {S, S,....,%}. N is the number of
servers.

The computation of task denoted by\, (flop-floating point operations).
P(S) : the computation power of the ser&(unit Ml/s : million instructions/second).

The bandwidth Bj,S) between serve® and servef represents by the function B(): SxS
— R". We assume that B(S) = « and Bg,S) = B(S,S).

Each scheduling plan can be represented by théidarf¢): T—S wheref(T;) is the server
which handle the task

x}‘ characterizes where tagkis processedc]f‘ = 1 iff task Ty is processed on servgr
d{fj denotes the amount of data to be transferred fenverS to S for task unit iffx}‘ =
1. dllfj = 40.1, denotes 40.1 units of data are to be transféroea S to S for taskT

tfcost; j characterizes the cost of data transfer for a fiek data unit. It is added to the
overall cost iffdf; > 0 andxf =1

excost; characterizes the cost of computation of a Seewenst; = 1 denotes the cost of
using a Serve§. It is added to the overall costjéf =1
tftime; denotes the time for transferring amount data fs®werS to § for task T iff
df; >0 andxf =1
ay;

tftime; ; = ) Q)
extime}‘ denotes the time for executing a tdglon servelS. It is added to execution time
of Server§ iff x}‘ = 1 and calculated as equation (2).

ok — Wk
etime;” = - > (2)

Execution time of task, denotes aET¢

ET* = ?':12?’:1 dllfj X tftime; j X x}‘ + Z?’=1 extimejk X x}‘ 3
We denote the cost of the workflow@s :
— k k H k
CT= ) d¥ xtf cos ; xx +excos; xextiméx x; (4)
i, psiKar

Formally, we need to minimize the cost of the whkf; find CT., = Min{CT=

Zdi'f]. xtf cost, ; x X +excost; x extimé x x}
i, S kar

The constraints can be described as follows:

a)
b)

c)
d)
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xf20;Vk=12,..,Mandj =12,..,N
df;=20,vi,j=12,..,Nandk =12,..,.M
tdataf = 0,vk = 1,2,..,M

tftimei_j =>0;Vvi,j=12,..,N
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e) extime}‘ >0
f) Z?Izlxjk =1
g) Z§V21 Z?lzl lec

; Ve=1,2,..,Mandj=1,2,..,N

X dg‘_j = tdatak

h) Y. 3N, Z?]ﬂ x]k X dgfj = Yl tdata®

3.2. Problem com

N
&)
Q’/

@
N

\

Figure 1. An example of workflow with 5 tas

plexity

Theorem 1: CLOWS is NP-Hard in strong sense.

Pr oof.

Let's consider the SCHED problem, which have déscdriand proved by O. Sinnen that to be

NP-Hard in stron

g sense [15].

Table 1.The comparison between SCHED and CLOWS problem.

Assumptions
constraintsand

SCHED problem

CLOWS problem

the objectiv:

Computatior Homogeneous: the computation powe | Heterogeneous: tt
power of| servers are the same: computation power are n
servers P©S) = PiS) (Ci,j) uniform.

The executio
progressing of
tasks

A task could be executed by an arbitr
server, but by no more than one serve
Each server could not execute more t
one task at a tim

:;II' e same as SCHED

Communicatior
speed betwee
servers

Homogeneous: the  bandwidth
nconnections are the same;

B(S. S) = BS,, S) Hiku\

Heterogeneous: tt
bandwidth of connections a
not uniform

e

dependencies

then the data produced by will be

Objective L Minimize the total cost ¢
function Minimize the makspan of workflow workflow
Data If task T; was the father of the tas<T,,

The same as SCHED

between tas|

consumed by the taT

Obviously, the main observation from Table 1 i tB&@HED problem is a special case of
CLOWS problem where computation power of servetds@mmunication speed of connections

are uniform.
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Assume that there is an algorithm X which couldubed to find out the optimal schedule
for the CLOWS problem. Since SCHED problem is sobtance of CLOWS problem, so
algorithm X could also be used to find out the mgati schedule for the SCHED problem, which
mean that SCHEB CLOWS.

As J.D. Ullman showed in [6], if SCHE® CLOWS then CLOWS is NP-Hard in strong sense.

4. PROPOSED ALGORITHM
4.1. Branch and Bound Algorithm

Branch and bound algorithms are a variety of adagpartition strategies that have been
proposed to solve global optimization models. Thase based upon patrtition, sampling, and
subsequent lower and upper bounding procedurese thygerations are applied iteratively to the
collection of active subsets within the feasibld Be Their exhaustive search feature is
guaranteed in similar spirit to the analogous ietdgear programming methodology. Branch
and Bound Algorithm consists of two main procedures

Branching: splitting the problem into sub-problems.

Bounding: calculating lower and/or upper bounds for the cibje function value of the sub-
problem.

The branching is performed in the following alganit by separating the current subspace
into two parts using the integrality requiremenging the bounds, unpromising sub-problems can
be eliminated.

Procedure Branch(k)

1. begin

2. for a (DA do

3. if a «dSy then

4.  begin

5. X = a

6. if(k = n)then <update fopt>
7. else

8. ifgx 1, X ,..,xy <foptthen
9. Branch(k+1)

10. end;

end;

Pr ocedur e BranchAndBound

1. begin
2. fopti=+ oo
3. Branch(1);
4. iffopt<+ oo then
5. return fopt
end;

4.2. Proposed Algorithm

Solution representation
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In the proposed scheduling algorithm, the solutsorepresented as a vector of length equal
to the number of tasks. The value correspondingatth position in the vector represents the
server to which taskwas executed.

Example 1
Consider a workflow with a set of tasks T={ T,, Ts, T4, Ts}, a set of servers S =5, S,
Si). So the particle* = [1 ;2 ; 1 ; 3 ; 2] gives us the following schsidg plan:
T iF: T3 Ty Ts
(s s [s s [S ]

In that scheduling plan, tasks andTs will be executed by the serv8y, tasksT, andTs are
assigned to the serv8rand taskT, is handled by serves.

L ower bound function

Each solution of the problem is an M-dimensionalteoex = (i, %,...,%); Xj LJS
Assuming that G..= max{P(9)}; j LS; Sis the the greatest computing power

Consider the partial solutiofx;, %,...,%), In that scheduling plaB = (S, Sa...Su), and the
cost of this partial solution is:

d= Y d¥ xtf cog | xx +excod; xextiméx x (5)
i, ISk,
The lower bound function of partial solution wilt lzalculated as the following:
1
g(k):5+C X ) excost; xW" xx¢ (6)

max PSKIT-T,
Proof: We have

; k k ok o K
mln{Zi’jES,keT d;; X tfcost;j X x;° + excost; X extime;” X x; }

= mi k X xk . imek x x¥ k.
= min 2 d;j X tfcost;j X xj + excost; X extime;” X x; + Z d;;

i,JES,KET], i,JES,KET-Ty,
X thOSt' i X xl( + excost; X extime'k X xk
L] ] ] ] ]

= min{c? + Yijesker-T, dllfj X tfcost;j X x}‘ + excostj X extimejk X x}‘} =

= ] E k o ke . imek ke
= §+ min di’j X tfcostl_] X xj" + excost; X extime;” X x;
i,JES,KET-Ty,

_ : k k Wi k

=4+ min d;; X tfcost; ; X x;" + excost; X ——— X x;

i,j i,j j J j

- P(S))
L,jES,KET-T,

w,
> 6+ min Z excostj X —K_x xk ; because 2 dll‘j X tfcost;; =0
P(S; ’ ’

]
i,jES,KET-TL, ( J) i,jJES,KET-TY,

> 6+ excost; X W X x}lc = g(k)

C
max | jesker-ry
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So, g(k) is the lower bound function of partialgan.

Based on the lower bound function and Branch andnBanethod we proposed the following
algorithm:

Algorithm BBScheduling

I nput: set of tasks T, set of servers S, size of workload W[1x M,
server's execution cost TP[Mx N], cost of communication between
servers PP[  NxN], communication data D[ VM

Qut put: best solution

function cost(X;, Xz, ..,Xw
begin
k k : k
return > d¥ xtxcog, | x X[ +excod; xextimgxx' ;
i, JSKT.
end;
Procedure Schedul i ngBranch(k)
begi n

for j;=1to M do
if UCV(j,k) then
begin
alil:=j;
if i=M then Ghinhan;
else if g(k)< fopt then
SchedulingBranch(k+1);
end;
end;
procedur e candi dates(j, k)
begin
var iinteger;
fori=1to k-1 do
ifj=a ; then
return false;
else return true;
end;
procedure record
begi n
double ¢ = cost(x L X 200X W
if ¢ < fopt then
fopt =¢;
end
Al gorithm BBSchedul i ng
begin
1. Calculate average computation cost of all tasks in all compute
resources
2. Calculate average cost of (communication/size of da ta) between
resources
3. double fopt = + 0]
4. SchedulingBranch(2);
5. writeln(fopt);
end

The BBScheduling algorithm works as following:
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To generate an empty schedule with no server seqderand indicate this by
(t*t5 t3,..,tw ). Here “*” in the task sequence indicates thatseover has yet been assigned to
execute task in that position.

To construct a schedule starting from the firsiitims we move from nodeftts ,ts,...tw")
to one of the M possible nodes,(Sts ...t ); (Suto otz 4ot ); - 5 (Sutz otz oot ). S, S, S OS

To assign the second task in the sequence, welbfemmm the each of these M nodes to
other possibilities. Example branching from ,#Sts,...t) gives (§ Sz, ),
(S\Sats stu ),
Assigning the task to be processed in the thirdtippammediately fixes the last task.

This process is represented by a branching trezh B@de of a tree corresponds to a partial
schedule with several server assigned to thedositions. To avoid full enumeration of all task
permutations, we calculate in each step the lowend function by equation (6) of the value of
the objective function for each partial schedule.

5. EXPERIMENTAL RESULTS
5.1. Problem Instance

We use both random and real world instances iexjpgriments using the following data sets:

The cost of unit data transfer between servers thedprocessing cost of servers are
collected from a Cloud provider such as Amazon [1&)d its Web site (exp.
http://aws.amazon.com/ec2/pricing)

The sets of working data are collected from Montpggect [1] and Epigenomics [3], an
Epigenomics’s workflow is depicted in Figure 2. Tihetances are divided into 5 groups based
on the number of servers N, the number of tasksaifiiratioa:

Group 1: M =10, N = 33=0.3; Group 2: M =10, N =% =0.2 ;

Group 3: M =10, N =5y =0.53 ; Group 4: M = 20, N = 8&,=0.15;

Group 5: M =10, N =5y =0.3

We denote the ratio of the number of edges anduh@er of vertexes of graph G by:

=Im

—

|
N=b
~
N

fastgSplit

filterContam

sol2sanger

fastq2bfq

map

mapMerge

maglndex

pileup

0.0/0/010/0.00
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Figure z. Workflow of Epigenomic [17].

5.2. Experiments

In this paper we perform exhausted search and a@mwagh the result of BBS cheduling algorithm,
the results have been illustrated in the Table 2.

Table 2.Experiments results.

BBScheduling Exhausted Search Algorithm
Data| M N a
Cost Execution time| Cost Excution time
T 10 3 0.3 | 7470.7 2 (s) 7470.7 3(s)
T, 10 5 0.2 | 4866.2 5 (s) 4866.2 28 (m)
Ts 10 5 0.53 5583.9 7(s) 5583.9 30 (m)
T, 20 3 0.15 8679 6 (m) 8679 121 (h)
Ts 20 5 0.3 8685.4 6 (m) 8685.4 132 (h)
2000 1680 1800
1500
1000
500
2 3 5 7
0 A
T1 T2 T3

W BBScheduling ® Exhausted Search Algorithm

Figure 3 Experiments results of the Instance 1, 2, 3.

8000
6000
4000
2000
T4 T5

W BBScheduling  m Exhausted Search Algorithm

Figure 4.Experiments results of the Instance 4,5.
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The results show that both algorithms find the ropti solution, the execution time of
BBScheduling algorithm is smaller than the executisme of exhausted algorithm. Especially
when the number tasks of workflow increases, tlexgton time of exhausted algorithm is very
large. Example when the number of tasks are 2thantber of Servers are 3, the excution time
of exhausted algorithm is 121 hours.

5.3. Results and Discussion

Workflow scheduling is an NP-hard problem, the exien time increase exponentially by
the data input, computational complexity of thisea O(M'), with M is the number of tasks and
N is the number of servers. Proposed algorithm ghhtes the problem with medium and small
input data, the execution time of the algorithreassiderably smaller than execution time of the
exhausted search algorithm. The results summaiizetiable 2 and Figure 3, 4 depict the
performance of algorithms where the vertical agf@esents the execution time of the algorithms.

6. CONCLUSION

The ultimate goal of any scheduling algorithm ie tptimum solution which minimize the
execution time. In this paper we proposed a scirgglalgorithm based on Branch and Bound
method. Our contributions can be summarized agvist

* Announcing and formulating a new problem about Wlovk Scheduling on Cloud
Center which called CLOWS (Cloud Workflow Schedg)in We also prove that
CLOWS belongs to NP-Hard class

» Proposing a new scheduling algorithm named BBSdhegbased on the Branch and
Bound method.

The experiment’s results show that execution timhé8BScheduling is smaller than the
execution time of the exhausted search algoritrspe@ally when it works in a small scale
Cloud, i.e. the number of servers and tasks arevewyt large. In the future, we are planning to
improve this algorithm for solving bigger instandgsusing evolution algorithms.
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