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ABSTRACT

Soil erosion refers to the detachment and removal of soil particles from land (topsoil), by the natural physical
forces (water, glacier and wind). Soil erosion causes soil loss in the catchment or any land areas severely impacting
agriculture activity, sedimentation in the dam reservoirs, and hampering developmental activities. Therefore, it is
desirable to accurately measure soil loss due to erosion for the development and management of an area. With this
objective, a well-known machine learning algorithm Support Vector Machine (SVM) has been used in the
development of the soil loss prediction model. Eight erosion affecting variable inputs: ambient temperature Tair,
rainfall, Antecedent Moisture Conditions (AMC), rainfall intensity, slope, vegetation cover, soil temperature Tsoil
and moisture of the soil. Data on published literature was used in the model study. The accuracy of the proposed
SVM was assessed by using three statistical performance evaluation indicators namely Person correlation coefficient
(R), Root Mean Squared Error (RMSE), Mean Squared Error (MAE). Partial Dependence Plots (PDP) was used to
investigate the dependence of prediction results of eight input variables used in the model study. Model validation
results showed that SVM model performed well for the prediction of soil loss for testing (R = 0.8993) and also for
training (R = 0.9123). Rainfall intensity and vegetation cover were found to be the two most important affecting input
parameters for the soil loss prediction.
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1. Introduction knowledge of soil erosion assessment of an
area to help environment managers for
preventing degradation and protecting ground
soil. Soil erosion is a complex process that
mainly depends on soil properties, ground
slope, vegetation, and rainfall amount and
intensity. Runoff on the land dislodges and
remove soil particles from the ground surface.
The erosion can take different forms that
“Corresponding author, Email: quantv@utt.edu.vn combine in time and space: the erosion of the

Soil erosion is a gradual process of
movement and transport of topsoil by
different agents such as water, wind, and mass
movement. Soil erosion is considered a
dominant cause of soil degradation (Borrelli
et al., 2018). There is a significant need for
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diffuse slope or in parallel channels (Le
Bissonnais et al., 2002).

Evaluation of loss of soil in an area is
required to be assessed to know the severity of
soil erosion for proper soil management. Soil
loss can be determined either by theoretical
estimation based on values of watershed
parameters or actual direct measurements in
the field. Field studies are expensive and time-
consuming and need to be collected over
many years. These studies also have
limitations because of the complexity of
parameter interactions and the difficulty of
generalizing from the results. On the other
hand, soil erosion models can simulate
erosion processes in the watershed and may
be able to take into account many of the
complex interactions that affect rates of
erosion.

Processes of soil loss depend on multiple
interacting factors thus simulation of the
model is a complex process. In this study,
eight variable input factors based on the
earlier work of (Nearing et al., 1999) and
(Gholami et al., 2018) have been used in the
model study to predict the soil loss due to
erosion. These factors include rainfall, rainfall
intensity (Kinnell, 1981; Wischmeier and
Smith, 1958), land cover (Peng and Wang,
2012), topography (Martz and de Jong, 1987),
and soil moisture (Epstein et al., 1966). On
hill slopes, soil loss is depended on the slope
rate (Fox and Bryan, 2000) and vegetation
cover (Wang et al., 2002). (McDowell and
Sharpley, 2002) investigated the effect of
Antecedent Moisture Conditions (AMC) on
soil loss. Moreover, the surrounding
environment temperatures such as ambient
temperature and soil temperature also affect
the quantity of soil loss (Klik and Eitzinger,
2010).

In view of the complex nature of factors
affecting soil erosion, nowadays Machine
Learning (ML) approach is being adopted for
predicting soil erosion in an area. ML
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methods have also been used for solving other
complex civil engineering problems (Kuo et
al., 2009; Pham et al., 2020; Samui, 2008).

In this study, a popular ML method namely
Support Vector Machines (SVM) is proposed
to predict soil loss based on eight input
variables (ambient temperature Tair (°C),
rainfall amount (mm), AMC (mm), rainfall
intensity (mm/h), slope vegetation cover,
slope (°), soil temperature Tsoil (°C) and
moisture of soil (%) to simulate the model and
to obtain output variable that is soil loss
(gm’). Data of 41 locations of the
Mazandaran Province, Northern Iran from
published literature (Gholami et al., 2018) was
utilized in the model study. Statistical
validation indicators R, RMSE, and MAE
were used to verify the model performance.
MATLAB software was used for the model
study.

2. Support Vector Machine Method

Support Vector Machine (SVM) was
firstly introduced by Vapnik (Vapnik, 1999)
to solve many real-world problems, including
civil engineering. The concept of SVM is to
plot the original input space into a high-
dimensional feature space with using a hyper
plane (Bui et al., 2016). Defining x = X; as an
input variable used in the simulation, and y is
the output (forecasted variable). The SVM
function is depicted by the equation (1):

y=f(x)=w9(x)+b (1)
where w is the weight metric, b is the bias of
the model and & (x)is considered as the
mapped nonlinearly from the input space x. In
this study, using SVM was used to forecast
the soil loss by taking advantages of ML
algorithm, such as capacity of minimization of
outliers and noise (Vapnik and Chapelle,
2000). The SVM method was coded in
MATLAB, based on the ML toolbox by
adopting the problem such as taking into
account the random sampling effect and
tuning the SVM parameters.
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Standard statistical indicators Pearson
Correlation Coefficient (R), Root Mean
Square Error (RMSE) and Mean Absolute
Error (MAE) were used to evaluate
performance of the SVM method. (Le et al,,
2019, 2020; Ly et al., 2019¢):

1 & 2
_ L _ 2
RMSE \/N;(po,j ;) )
pO,j_ﬁO pt,j_ﬁt
NP
\/Zl(p(),j — D, )2 Z:‘(p"j Z )2
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MAE = ﬁZ(pOJ -pt,j) )
-1

Where: N is the number of data sets, pp and
D, 1s the actual experiment value and the

average experimental value, p, and p,is the

predicted value and the average predicted
value. R measures the predicted and
experimental value association, if the R is
closer to 1, the model is more accurate. RMSE
calculates the square root average difference
between the expected values and the
experimental values and the difference
between the experimental and the predicted
values is determined MAE criteria.

3. Database collection

In this study, available published data
(Gholami et al., 2018) of 41 locations of the
Mazandaran Province, Northern Iran was used

Table 1. Initial statistical analysis of the dataset

in the SVM model application and analysis.
Eight input variables used in the model study
are: ambient temperature T, (°C), rainfall
(mm), AMC (mm), rainfall intensity (mm/h),
slope (°), vegetation cover (%), soil
temperature Ty, (°C), moisture of soil (%).
Output parameter is considered to soil loss
(g/m).

The climate of the study area is semi-
humid with annual precipitation 600 mm
(approx.) and ambient temperature 10°C. The
experimental area is hill slopes (10° to 20°)
with 60cm clay-loamy texture soil cover. Data
from nine experimental plots were collected.
After each rainfall event, runoff and eroded
sediments were measured at the end of the
downslope of each plot. The mean
concentration of the sediment of each plot was
estimated for evaluating the mean soil loss
(g/m”) for the hill slopes (Gholami et al.,
2018). Rainfall amounts and other climatic
variables such as ambient temperature, AMC,
rainfall intensity were directly determined by
an automatic rain gauge station located in the
experimental area. Satellite and Google Earth
images were used to develop land cover and
vegetation cover maps. The initial statistical
analysis of the dataset is summarized in
Table 1.

In the present study, dataset of 41 locations
was classified in standard 70/30 ratio. 70% of
the data (29 samples) used to train the SVM
model, whereas remaining 30% (2 samples)
used to test or validate the model.

Variable| T, | Tsoi [Soil moisture| Rainfall | AMC | Rainfall intensity | Slope | Vegetation cover Soil loss
Unit | C° | C° % mm mm mm/h ° % g/m’
Role |Input|{Input Input Input | Input Input Input Input Output
Count | 41 | 41 41 41 41 41 41 41 41
Min |[-0.6| 3.5 21.0 0.0 0.0 0.0 10.0 10.0 0.0
Qs 2.4 [10.01] 28.12 1.20 |23.20 1.20 10.0 15.0 0.52
Qso 8.4 |14.4 30.6 10.5 39.2 44 20.0 15.0 1.87
Qs |11.4]17.12] 31.32 16.0 | 53.7 6.61 20.0 15.0 3.29
Max |18.2]18.7 37.0 46.3 |109.8 13.5 20.0 70.0 5.18
Mean |7.28(13.43] 29.66 13.26 |37.55 4.63 15.12 18.78 2.02
STD® |5.43]4.47 3.23 13.66 | 24.21 3.71 5.06 13.45 1.64

#Standard deviation
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4. Results and discussions
4.1. Prediction performance of SVM

Using MATLAB software for training and
testing of soil loss is shown in Figs. la, b
respectively. Figure 1 shows that SVM model
results of training and testing phase are almost
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Figure 1. Soil loss study by SVM model (a) Training; (b) Testing phase
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Figure 2. Regression analysis of soil loss using

The correlation value “R” obtained for
training is 0.9123 and for the testing, it is
0.8993. RMSE values are 0.7294 and 0.6863
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identical for each sample, thus suggesting
prediction ability of SVM model is very good.

The regression model for the training and
testing parts is shown in Figs. 2a, b
respectively. From Fig. 2, we can note that the
soil loss prediction of the SVM model is quite
close to experimental soil loss.
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Test Data: R=0.89932
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SVM model for (a) training; (b) testing phase

for training and testing, respectively, whereas
MAE values are 0.2301 and 0.5657
respectively for training and testing (Table 2).
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These results suggest the high accuracy of the
SVM model in the soil loss prediction with
minimum error.

Table 2. Summary of the prediction performance
of the best simulations for the training and testing

datasets

Part Values | RMSE | MAE| R |Error Std
Train dataset| Max |0.729410.2301/0.9123| 0.7308
Test dataset | Max | 0.6863 (0.5657/0.8993| 0.7117

4.2. Importance of input factors using
Partial dependence plots (PDP)

In this study, PDP was estimated (Fig. 3)
for 8 variable inputs which correspond to 8
input variables of SVM model (ambient

temperature T, (°C), rainfall (mm),
Antecedent Moisture Conditions (AMC)
(mm), rainfall intensity (mm/h), slope,

vegetation cover, (%) soil temperature T
(°C), moisture of soil (%). Soil loss (g/m?)
was plotted against each input variables. For
the ambient temperature T,;;, the values varied
from [0 to -0.25], for the soil temperature T
it varies from [0 to 0.125], for the soil
temperature T, it varies from [0 to -0.7], for
the rainfall it varies from [0 to 0.65]. The
value varies from [0 to -0.15], [0 to 1.2], [0 to
0.2] and [0 to -0.8] for AMC, rainfall
slope and vegetation
respectively. Based on the value of each

intensity, cover,
range, the input effect on the soil loss is
maximum for rainfall intensity followed by
vegetation cover, moisture, rainfall, ambient
temperature, slope, AMC and soil
temperature. This order shows that the most
important input effect is of the rainfall
intensity followed by vegetation cover. This is
according to similar studies by other workers
(Bissonnais et al., 2004). Further, PDP
investigation shows two kinds of input effect
on the soil loss: (i) soil temperature, rainfall,

rainfall intensity and slope have positive
effect on the soil loss (ii) ambient
temperature, moisture of soil, AMC and
vegetation cover have negative effect on soil
loss. These observations also similar to other
researchers (Gholami et al., 2018).

5. Conclusions

In this study, a well-known machine
learning algorithm Support Vector Machine
(SVM) has been used in the development of
the soil loss prediction model. Data on
published literature was used in the model
study. Regression analysis shows that the soil
loss prediction of the SVM model is quite
to experimental soil loss. Partial
(PDP) was wused to
investigate the dependence of prediction
results of eight input variables used in the

close
Dependence Plots

model study. Rainfall intensity and vegetation
cover were found to be the two most
important affecting input parameters for the
soil loss prediction.

The accuracy of the proposed SVM was
assessed by using three statistical performance
evaluation  indicators namely  Person
correlation coefficient (R), Root Mean
Squared Error (RMSE), Mean Squared Error
(MAE). The correlation value “R” obtained
for training is 0.9123 and for the testing, it is
0.8993. RMSE values are 0.7294 and 0.6863
for training and testing, respectively, whereas
MAE 0.2301 and 0.5657

respectively for training and testing. These

values are

results suggest the high accuracy of the SVM
model in the soil loss prediction with
minimum error. Therefore, the SVM model
can be used for the accurate prediction of soil
loss due to erosion not only in the study area
but also in other areas considering local
variable geo-environmental parameters.
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