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1. Introduction and motivation

T he ability  of M an beings to  classify and appra ise  ob jec ts ,  s itua tions  in o rder 
to  m ake resolutions and  the ir  a p t i tu d e  of genera ting  from  observations in different 
spaces, a t  various m om ents  to  have fairly sufficient knowledge a b o u t  th e  world in 
which they  live are in te resting  research problem s. In recent years, a  n u m b er  of 
genera tion  m ethods  utilize a background  knowledge. Relaying on th is ,  ob jec ts  and  
s itua tions  are  character ized  and new concepts are p roduced  [5].

T h e  background  knowledge has different ab s tra c t  levels for these  m eth o d s .  In 
da ta - in tensive  m ethods  of m achine  learning it exists typ ica lly  as th e  knowledge abou t  
m a th e m a t ic a l  logic, and  is used in all o ther  m ethods .  In th e  concep tua l  c lustering  [6] 
th e  background  knowledge includes p rob lem s’ constra ins, p roper ties  of a t t r ib u te s ,  
and  criterions for evaluating  th e  qua lity  of cons truc ted  classifications. T he  com m on 
charac te r is t ic  of trad i t iona l  m ethods  is the  logically r ightful knowledge, which u su ­
ally m u st  no t have reasoning m is take  and  which canno t correct concepts  and  rules 
imm ediately.

H u m a n  knowledge is grea t,  it  has a lot of inaccuracies an d  m an  m ust  analyze  
an ac tua lly  large num ber  of d a ta  in res tr ic ted  tim e. Therefore  he m igh t argue  a p ­
p rox im ate ly  and  his knowledge ought to  be refined incessantly  in order to  enlarge 
the  inference’s speed: de tec t  and  rectify inconsistencies, rem ove redundancies , cover 
holes, simplify expert-derived  decision rules. T he  work provides a m eth o d  of knowl­
edge based refinem ent in close re la tion  with inference. It proposes a  new approach  
based on the  no tion  of conflicts. A m a th e m a tic a l  fo rm ula tion  for resolving con­
cep tua l  conflicts am ong rules is developed. T he  conceptual conflicts are begot in 
p robabilis tic  reasoning and  th en  they  are  e lim ina ted  in m achine  learning. Know l­
edge based  refinem ent is processed as learning from  th e  conflicts’ discovery. This

' ")l: ‘i 

*T!Tïl T ypeset b>'



can be one of th e  approaches to  represent neura l networks [3,8]. T he  m eth o d  will 
be p u t  in the  knowledge based system s tools T E S O R  2.0 [2] in near  time.

2. Concept 3nd conceptual conflict

Knowledge is usually  represented  by concepts and  rela tions betw een th e m  [4]. 
T h e  m ean ing  of a  concept is given by  its rela tions w ith  o ther  concepts  and  can be 
modified by  ed iting  these  relations. A new' concept will be  construc ted  by describing 
its  re la tions  w ith  ex is ting  ones. In reliant knowledge bases all concepts  axe re la ted  
closely, these  can be  displayed by a  rule or a. sequence of rules. W h e n  a concept has 
changed its  sem antics  the  m eaning  of o ther  concepts will be also changed.

In inference a  concept can play different roles: d a ta ,  goal, so lution, c riterion  for 
e s t im a t in g  th e  qua li ty  of p roduced  categorization. In this work concepts  are  sym ­
bolized by p red ica tes  and  th e  rela tions am ong concepts are represented  by rules.

Defini t ion 1: K now ledge base is K B  = (P ,R ) .  where P is a set of pred ica tes , and  R
- a  set of rules of th e  following form

pikpok.- . tpn  -*• p'\ Pi, p' 6 p ,  Vi = 1 ,n. (1)

L e t ’s have th e  following aided deno ta t ions  for definition 1 :

Left (k)  
Right  (k)

=  {p/k  G R, Vp G P ,p  is placed in left p a r t  of ¿-rule}; 
-P red ica te  p' - r ight p red íca le  of ¿-rule;
-W eight of p red ica te  p in ¿-rule, Weight(p,k)  G [0,1];
-Belief of ¿-rule or Weight of right pred icate , Ver(k)  G [0,1]; 
-P robab il i ty  of p red ica te  p in inference, Pro(p)  g [0,1];
= {¿/V¿ G R, p e  Left(k)}- 
-M em b ers ’ num ber  of th e  set S.

Weight (p,k)
Ver(k)
Pro(p)
Ref(p)

|S|

True if V i ?’(¿) G [A 4- é\¡2, 1]
RuleS uggestiori(k, X, S\) = Undefined if VVr(¿) G ( A — ¿>a/2> ^ +  ^A/2) (2a)

> False if Vrr(k)  G [0,A -  ¿A/ 2]; A, A ±  <5A/ 2 G [0,1]

(2c)



D  => (p, Pr o )  - Inference’s tree  of p red ica te  p  w ith  p robab il i ty  P r o  from  p red i­
cates of D;

( P i , R i )  =► (p, s) -Inference’s tree  of the  p red ica te  p  from p red ica tes  of P } by rules 
of i ? i : Pi  C P, /?a C R, p  e  P, 3P\  => (p , s ), s =  P r e d C o n  f i r m a t i o n { R i g h t ( p ) ) ,  

s E { Tr ue ,  Fal se ,  U n d e f i n e d }; R i  — { k / P \  (p, P r o ( p ) ) } .

Defini tion 2: Knowledge K B  =  (P ,R )  has a  concep tua l  conflict on a set of p red ica tes  
Pi C P, if 3 R i ,  R 2 C R, R x , R 2 ^  0, R \  ^  R 2, £ P, (Pi,i?i => \ p , T r u e ) ,  (Pi, R^ )  =>
(p, Fal se) ;

Inference is an  purposefu l process. It a im s to  find ce rta in  solutions in th e  sho rtes t  
t im e  possible. B eginning by forward chaining from  d a ta  concepts  or backw ard  cha in ­
ing from ob jec tive  concepts, th e  inference is carried  o u t in o rder  to  find th e  so lu t ion ’s 
concepts, from  th a t  and  d a ta  concepts  the  ob jec tive  concepts  can  be  reduced.

C oncep tual  recognition is an  im p o r ta n t  p a r t  of th e  inference, whose first ac t is 
transform ing  the  received d a ta  to  th e  concepts  of the  existing knowledge base. T h a t  
m eans represen ting  and  classifying th e  given d a ta  by a  p riva te  com prehension , from  
an ind iv idual po in t of view7. T h e  rep resen ta tion  and  classification of th e  given d a ta  
are to  fu r th e r  referred to  find conclusions. Now we in troduce  a  m odel of concep tua l  
recognition.

C oncep tua l  recognition m odel

Given: K B  =  (P ,R );
a set of d a ta  p red ica tes  D, D C  P , P r t d C o n f i r m a t i o n ( p , T , 6 T) /  U n d e f i n e d ,  Vp e

D\

Vp £ P  \  D,  P r e d C o n f i r m a t i o n ( p ,  t , 6t ) =  U n d e f i n e d ;

Find: S,  S  C P -a set of solution pred ica tes , where e  S,  3 D  =i> (p, Pro(p) ) ,

P r e d C o n f  i r mat i on( p ,  t , 6t  /  U n d e f  ined.

M achine  learn ing  is a process closely un ited  w ith  reasoning and  has a  p u rpose  
of knowledge bases’ developm ent and  refinem ent. In o rder  to  raise th e  rap id i ty  of 
reasoning it is necessary  to  find continuously  m ore  general and  exac t  rules from  th e  
ex is ting  ones. T h e  t rad i t  ional m e th o d  discover com m on and  original charac te rs  from  
a  num ber  of o b jec ts ,  s itua tions  and  give new rules. L e t ’s consider m ach ine  learn ing  
and  inference as paralle lled  processes.

W h en  the  space of knowledge base is very wide and  th e  reasoning t im e  is arranged , 
learning and  inference m igh t  have an  influential m echan ism  of concepts  ’ analysis  to  
easily change th e  d e p th  and  th e  w id th  of inference. Inference is an  induc tive  process 
and m ust  select th e  bes t  a lte rna t ive  am ong  several of ways to  o b ta in  objectives. T he  
preference is done by es tim a ting  concepts w hich are dep en d en t  on inductive  fevels, 
t im es of reference from  o ther  concepts  to  th e  eva lua ted  concept in th e  inductive



process, p robab il ity  and  role of the  evaluated  concept at th e  m om ent of reasoning: 
ob jec tive  or d a ta  concepts.

T h e  probab il is tic  reasoning can be expressed as follows: In th e  analysis of a rule, 
th e  concep t in th e  r igh t p a r t  of the  rule m ay  be assured by suggesting all concepts  in 
th e  left p a r t  or only some of th em , unde r  the  control of eva lua tion ’s concepts ,  which 
exist  as o rd in a iy  concepts  and which are used in the  es tim ation . Since concepts  can 
be reform ed, u p d a te d ,  the  evaluation usually  does not give th e  sam e solutions for 
th e  sam e set of in p u t  d a ta .T h e  weights of p red icates  are used in the  rep resen ta tion  
of reasoning. In th e  left pa rt  of rule each p red ica te  owns defined weight and  the  
rule exam ines only th e  pred ica tes  th a t  hold a grea t enough weight. If one p red ica te  
modifies its m ean ing  but has not enough weight in left p a r t  of some rule , th e n  the  
right p red ica te  of the  rule must convert its sem antics  b u t  it does not do th a t  because  
of th e  insufficient wTeight of the  left one. This  is the  m ain  reason of th e  concep tua l  
conflicts. W hen  the  knowledge base has conceptual conflicts the  inference has th e  
chance to  confirm  and  deny s im ultaneously  th e  sam e concept because of the  ex is tence  
of th e  discord  betw een the  rules.

3. Discovering and solving conceptual conflicts

A lgo r ithm  1 a t t e m p ts  to represent probabilis tic  reasoning in the  concep tua l  recog­
n ition , w here concep tua l  conflicts can be  begot because of th e  a pp rox im ation  of the  
reason ing .T he  a lgo rithm  represents  th e  p red ica te s ’ weights by a t t r ib u te  Weight  (p .k ) 
w ith  the  bou n d s  X ± 6 r/2 which de term ines  p red ic a te ’s analysis in rules. W eights  and 
p robab il it ies  are  represented  as values in interval [0 ,1], d ivided in to  th ree  p a r ts  to  
represent m eanings: True. False, Undejined.  Eq. (2a,2b,2c). T he  app rox im ation  of 
reasoning is dep ic ted  by conditionally  selecting left p red icates  in ca lcu la ting  p ro b a ­
bility of r ight p red ica te , Eq. (4,5).

C oncep tual  conflicts are  discovered by definition 2 t h a t  is i l lu s tra ted  by th e  con­
d itions  Eq. (6a ,6b). T hen  they  are solved by finding th e  p red ica te , th a t  have  the  
biggest belief a t  the  m om ent of inference. W eights of the  p red ica te  in relative rules 
will be changed  in Eq. (9,10). W hen  one pred ica te  is suggested m ore  th a n  once Eq. 
(7), th e  weight of the  p red ica te  in rela tive rules will be changed too , Eq. (11,12).

T h e  p robab il i t ie s ’ limits t ± S t / 2 decide the  con tinua tion  of p re d ic a te ’s analysis in 
inference. P a ram e te rs  \ , r , £ \ , 6 T,o(6T) , A T just a re  p red icates. Having rela tions with 
o th e r  p red ica tes  they  can change values by corresponding  rules.

Algorithm  1: Conceptual recognition()

C oncep tua l  R eco g n i t io n () {
while (E x it  Active Concep tsQ )
U p d a te  Active ConceptsQ ; }



Exit Active C oncepts  () {
Take a set of pred ica tes  I, I  ç  R  :

5 = { k / k  G R.Vfc G R e f ( p ) ,  R u l e S i u j g e s t i o n ( k , A, 6*) ^  Unde f i ned ,  

p G P, Pr e dé ' on  f  i r mat i on( p ,  t , 6t au)  U n d e f i n e d ) (3)

R e tu rn  (!(/ = 0));}

U p d a te  Active Concep ts()  {
Take th e  set of p red icates

S  =  {p /p= Right(k),\/k G I, PredConfirmation(p,T,6T) ^  Undefined)  (4)

w ith  probabilit ies  th a t  are de te rm ined  by  th e  following function:

Pro(p) = Ver(k) Wei,jht(q)Pro(q) /  \Left(k)\

q G Left(k),  PredSugyestion(q. k , \ , 8 \ )  ^  Undefined
(5)

if (Exit C oncep tual  ConflictsQ) th en  E lim ina te  ConflictsQ; 
if (E x it  M any  P re d ic a te ’s Suggestions()) then  Increase P re d ic a te ’s WeightQ;} 

Exit  C oncep tual  Conflicts () {
3 predicate p* g S, Pro(p*) is calculat('d more then once and ex it  at least two  
defined values of Pro(p*-), remarked as {Pro(p'), {Pro'(p*), for that

If only condition Eq. (6a) is satisfied th en  final value of Pro(p*) is th e  value, 
for th a t  |Pro(p*) — t \ is m ax im u m  from all values of Pro(p*). }

Exit  M any  P re d ic a te ’s Suggestions() {
3 pred icate  p** G .S', Pro(p**) is ca lcu lated  more then  once and its values g ive  
t he sam e value by

Final value of Pro(p~*) is the  value, for th a t  |Pro(p")  -  r | is m ax im u m  
from all values of Pro{p**).}

E lim inate  Conflicts () {
Let Q is a set of nodes - p red icates  conta ined  in trees:

PredConfirmation  (P r o ( p * ) , T , 6 T ) =  True 

Prt dC on f i r  mat ion(P ro1 {p*),r,èT) = False 

||Pro(p*) — r | -  |Pro(p*) -  r | |  < AT.(66)

(6a)

PrtdCon f  irmat ion( Pro(p**, r, bT )

Q = {p/Vp G f l - t  (p*, Pro(p*)) U D => (p*,Pro'(p*)),p*from  Eq.(6)} (8)



Every no te  p  is a pred icate , reduced  by a rule rem arked  as rp , w ith  p roba ­
bility Pro(p) and  jo ined  in left p a r t  of o ther  rule k w ith  weight: 11r eight (p,k). 
For node  ¡p € Q , if |Pro(p) — r| = maxpieQ {p*}|Pro'(p) — r\ th an  
decrease weight:

r max( \ Ve i gh1( p ,  k ) - 0 ( S A) ,0) ,  i f  We i g h t ( p ,  k) > A 
Vve i aht i p .  k)  =  < (“ )

f  min( \ Vei . ght ( p ,  k) +  1), it We i g h t ( p ,  k) <  A

and  lower th e  belief Ver(rp)

f  >nax(Ver(rp) - 0 ( S X),0), if Ver(rp) > A 
Ver(rv ) = < ( 1U)

\  min(Ver(rp) + 1), if Ver(rp) < A

Increase P re d ic a te ’s W eigh t() {
For node  p e  <5, if |Pro(p)  -  r| = m a x p,£Q {P**}|Pro' ( p)  -  r| t h a n  increase

weight:

r m i n ( \ V c i g h t ( p . k )  +  ()(6X),Q),  i f  Wei gh i [ p ,  k)  > A
We i a h t i p ,  k)  =  < ... „ (11)

\  i v a x { \ V t i g h t ( p ,  k) — C) (6\ ) , l ) ,  i f  We i g h t ( p ,  k)  <  A

and  increase the  belief Ver(rp)

Vertr _  /  mi" ( ^ er(rP) + 0), if Ver(rp) > A
P 1 max(Ver(rp) -  0(f>a ) ,  1), i f  Vre»-(rp) <  A

T h e  a lgo r i thm  uses a ru le 's  belief ( the  weight of r ight pred ica te  of rule) depem ded  
on th e  origin of th e  rules. T he  belief of the  rule given from o ther  knowledge base 
is th e  es t im a tion  of the  knowledge base for itself. T he  belief of the  rule m ade  from  
an o th e r  depends on th e  beliefs of those part ia l  rules.

W eights, p robab il it ies  of pred ica tes  are used in the  a lgorithm  to represent influ­
en tia l reasoning. T h a t  is a m ethod  to find conclusions with op tim is tic  conditions 
concern ing  exactness  and  time.

Example 1.

Now the  ’’P en g u in ” exam ple  [8,9] will be considered in concep tua l  concep ts ’ a p ­
proach. Supersc r ip t  num bers  in a rule are  weights of pred icates  and  belief of the
rule.

I \ B  =  (P .  R ) ,  P  =  { P e n g u i n .  B i r d ,  F l y ,  T w e e t y  },

R = { P e n g u i n  9 —>Fly 2{\) — B i r d 9 — F l y 9 (2)¡ P e n g u i n 1 - + B m l 9 (3);

T w e e t y 9 — P e n g u i n 1 (5); T w e e t y 8 B i r d { 6) ;}  (13)

A =  0.5, =  0.2, t  =  0.5, bT =  0.2, A r =  0.2, o(ST) =  0.1. (14)



L e t’s have a t  the  beginning  one active pred icate : P r o { T w e e t y )  = 1.
Rules (4), (5) and  Eq. (5) give:

Pr o ( Pe n g i t i n )  = 1.0 x 0.9 x 1.0 = 0 9

P r o ( B i r d )  = 1.0 x 0.8 x 1 . 0 =  0.« (15)

Rule (3) and  Eq. (5) give P r o ( B i r d )  — 0.9 x 0.9 = 0.81 (16)

P red ica te  Bird  satisfies condition Eq. (7). Therefor from (15), (16) th e  Ver[3) is 
increased by Eq. (12)

V e r ( 3) =  m i n  (0.9 +  0.1,1.0)  =  1.0 (17)

After app ly ing  Eq. (5) for rule ( 1 ), rule (2) wr  ha;ve

rvh(  1) : Pm(Fly)  = 0.2 x 0 9 x 0.9 = 0.162 (18)

rulr(2) : /'■ = 0.9 x 0.9 x 0.81 = 0.658 (19)

and concep tua l  conflict, controled by Eq. (6a .6b) w ith  values from  (14). (18). (19):

P r e d C o n f  i r i r>at ion(0A62,0 . 5 , Q.2) =  Fal se  & 

rre ( I Coi i f i rn i a t i o) i (  0 .658,0.5,0 .2)  =  T r u e

110.162 -  0.5| -  |0.658 -  0.5| |  =  0.180 <  0.2 (20)

As p red ica te  Fly  satisfies condition Eq. (6a,(ib), from (18), (19), (20) th e  Weight  
(Bird.2)  and  I f /-(3) is decreased by Eq. (9,10) correspondingly:

\ V e i g h t ( B i r d ,  2) =  m a x ( 0  9 — 0.1,0.0)  =  0.8

V e r (3 )  =  m a x (  1.0 -  0 .1,0.0)  =  0.9 (21)

So th a t ,  a fter  correction the  weight of p red ica te  Bird  in rule (2) is lowed. T he
changed K B now is:

R  = { Penguin;9 — F l y 2 (1); B i r d 8 — F l y 9 (2); Penguin 1 — B i r d 9 (3);

Tw'eety 9 —► P en g u in 1 (5); T w eety  8 Bird1 (6) (22 )



Benguin

0.9

0.162
0.658Fly 0.162

N ext inference is processed as follows:

R ule  (3) and  Eq. (5) give P r o ( B i r d )  = 0.0 x 0.9 = 0.81

A fter app ly ing  Eq. (5) for rule ( 1 ), rule (2) we have:

ru le  (1): P r o { F l y )  = 0.2 x 0 9 x 0.;> = 0.162 

ru le  (2): P r o ( F l y )  =  0.8 x 0.9 x 0.81 = 0.583

P u t  values from  (24), (25), (14) fn Eq. (6a,Gb):

P rtdCon f irma t io n  (0.163,0.5,0.2)  =False k

(23)

(24)

(25)



P n d C o n f i r m a t io n  (0.5^3,0.5,0.2)  =  True

||0.1()2 -  0.5| -  ¡0.583 -  0.5|| =  0.255 >  0.2

As

|0.162 -  0.5| >  |0.583 -  0.5| so t h a t  P r o ( F l y )  = 0.162 (27)

C oncep tual  conflict did not occur.

4. Summary and some suggested extensions of the method

T h e  p a p e r  develops a m ath em a tica l  form ula tion  based on probab il is tic  reasoning 
and  weights for e lim inating  conceptual conflicts am ong rules. It uses a com bination  
of weights ( to  possibly represen t deaf of im portance  of th e  p red ica te )  and  p ro b a ­
bilities ( to  represent possibly occurrence  of the  p red ica te ).  Relying on weights and  
probabilit ies  of pred icates  the  probabilis tic  reasoning begets  concep tua l  conflicts. 
K now ledge based refinement is considered as a process of disi overing and  e lim in a t­
ing  the  conceptual conflicts.

T h e  m a th e m a tic a l  form ulation used in th e  work can be developed for m ach ine  
learning, w here differences am ong exant ph's are  considered as concep tua l  conflicts. 
T h e  exam ples  of learning are referred in some background knowledge base. A fter 
changing p red ic a te s ’ weights in rules of t h e  knowledge base w hen th e re  are  m an y  the  
sam e confirm ations of some p red ica te  or conceptual conflicts, th e  knowledge base 
will represent successfully all com m on and  original charac te r is t ics  of th e  examples.

Th is  work presents  early  results  on th e  sub jec t  of concep tua l  conflicts, and  n a t ­
urally, m an y  problem s rem ain  to  be  solved. Here are  some in te res ting  topics for 
fa the r  research:

• In this m ethod , th e  limits A, r, 6XJ T, o { 6 \ ) , A T used in a lgo r ithm  1 are represen ted  
as values. A desirable  ex tension of the  a lgorithm  wTould describe th em  as pred ica tes  
w ith the ir  relative rules.

• T he  conceptual recognition is a part ia l  p rob lem  of inference. T h e  a lgo r i thm  
should express the  activ ities  of conceptual conflicts in inference.

• Giving exam ples  of m achine learning from a  large n u m b er  of t ra in in g  exam ples 
could lead to  p ic tu re  m ore  clear the  role of concep tua l  conflicts in th e  problem .
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Abstract

In the work knowledge based ref inement  in close relation with inference is consid­
ered. It proposes a new approach based on the not ion o f  conflicts. A mathematica l  
fo rm ula t ion  f o r  resolving conceptual  conflicts among  rules is developed. The con­
ceptual conflicts are begot in probabilistic reasoning and then they are eliminated  
in machine  learning. Knowledyi  based refine m e n t  is processed as learning f r o m  the 
conflicts  ’ discove ry.
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