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I. Introduction

In the recent years, in A.L a great deal of attention has been devoted to formalisms
dealing with various aspects of reasoning witli uncertain information, and a number
of theories and methods for handling uncertainty of knowledge has been proposed,
notably, the probability theory, the Dempqter Shafer theory, and the p0351b111ty
theory. Among these theories, thé plopobahfy one is sutely the most developed by
its long history and ela,boxated foundations. L

In this paper the uncertainty of a sentence will be given by an interval of possible
values for its truth probability. Two types of knowledge with uncertairity will be
investigated: external uncertainty and mternal uncertainty The former is given in
the form < S,1 >, in which S is a sentence, and I = [a.b] is a closed subinterval of the
unit interval [0,1]; it means that the truth probability of the whole sentence S lies
in the interval I. I is then called the interval of truth probabities of S. In the later
case, intervals of truth probabilities are given to subsentences of the given sentence
S. For example,

.

<SLITI>ALSS, Iy > A A< Sp, Iy >=L Spgry Ingr >

is a knowledge with internal uncertainty.

Let B be a knowledge base with these types of uncertainty and S be a any sentence.
A semantics, which underlies a method of deducing the interval of truth probabilities
of S from B, will be given.
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The paper is structured as follows: In Section 2 we shall review the probabilistic
logic by N.J. Nilsson, and its extention to probabilistic logic with interval values.
In Section 3, we shall discuss a method of reasoning from a set of knowledges -with
internal uncertainty. Section 4 is devoted to a method of reasoning from a knowledge
base containing both external and internal uncertainties. Some illustrative examples
will be given in Section 5.

2. External Uncertainty

We shall use method; of the interval-valued probabilistic logic for reasoning in
knowledge bases with external uncertainty. This logic is based on the semantics
given by N.J. Nilsson [4], and is presented in details, e.g., in [6].

Let us give a knowledge base
= {<'S,',I,';> Ii = l,...,L},

and let S be a target sentence. We put ¥ = {S5,,...S1, S}, and suppose that W,,..., W,
are all 33 - classes of possible worlds. Every class W; is characterfzed by a consistent
vector (#j, ..., ugj,u;) of truth values of sentences $),...5r, S. ‘

Given a probablhty distribution (p,...px) over the classesf Wi,...,Wg, the truth
probability of sentence S; is defined to be the sum of probabilities of classes of
worlds in which S; is true, i.e., 7(S;) = uip1 + --- + wixkpx. From this semantics it
follows that, given the knowledge base B, the derlved interval-value [a, ] for the
truth probablllty of the sentencg S is defined by

e« = min 7(S), B = max =(S),
where
x(Si)'= wipy ¥ - - + ukpK,
subject to the constraints -
m=uapr+--+ukpk €L (i=1,...,L)
{‘ém =1, p; 20(=1...,K).

We denote the interval [a,8] by F(S,B), and write B+< S, F(S,B) > .

Now, let us give a set of sentence I'. We define 7 to be the set of all-mappings
from T into €{0,1] - the set of closed subintervals of [0,1].- A such mapping I assigns
to each sentence P € I' an interval I(P) € C[0,1].

The given knowledge base B defines an operator Rg from I into I as follows: For
every I € I, we establish a new knowledge base

B = Bu{<PIP)>|PcT}.
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and then we take for every P € T the interval I'(P) = F(P,B’). The mapping I’ is
Rp(I) defined to be the image of I by the operator Rs: Rs(I)=1I'.
It is easy to see that if Rs(I) = I' then Rg(I’) = I'; therefore

| RE(I) = Rg(I) fqr any n > 1. (*)

The calculation of the operator Ry is reduced to the solution of linear programming
problems which has to face up a very large computational complexity whenever the
sizes of B and T are large. Some attempts to reducing the size of linear programming
problems have been investigated, e.g., a method of reduction is given in [7] for the
cases when the core {S;,...,S.} of B forms a logic program.

Instead of the method presented above we can use methods of approximate rea-
soning, e.g., by means of deductions based on inference rules (see [2]), however, in
this case the property (*) may not be satisfied.

3. Internal Uncertainty

In this section a method of reasoning on knowledges with internal uncertainty will
be discussed. We limit ourself to consider knowledges given by rules of the form:

<S1, i >N A< Sy I, >=< 851>
Let us given a knowledge base B={J;]j = 1,..., M}, where J; is the rule:
: Ji = <A Li>A AL A,-m,,,vljmj >—=< Ag L, >

Let T be a set of sentences containing all sentences occuring in rules J;(j = 1... M)
of B. As above we denote by Z the set of mappnings I from T to C[0,1].

For any I;,1, € I, we say that I; < I, iff I,(P) C I,(P) for every P €T.

We say that the rule J; is satisfied by the mappning I € 7, iff 1(A;;) C I;, for every
k=1,...,m;. Note that if m; = 0 then J; is satisfied by any mapping I.

Now we define an operator tg from I into Z, which transforms any I € T into a
mapping ts(I) such that for every P eI

ts(D(P) = I(P)n ()L,
Jj€E
where E = {j|A., = P and J; is satisfied by I}. Here. for the <!

assume that O e = [0,1] whenever E = 0. ! )
i S I sl

We have the following proposition:
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Proposition 1. For any mapping I € T there exists always a natural number n such
that t5*1(I) = t3(1). In other orlds, the process of iteration of the opcrator tg on any
gwen I €T always halts after a finite number of steps.

Proof. Suppose that Ey, Ey, E,, ... are the set of indexes of rules which are satisfied satisfied
by I,ts(I),t%(I),..., respectively.

Let h; = |E{] (i = 1,2,...) be the number of elements of the set E; {h;/i = 1,2,...} is
then a sequence of integers such that

0<hg<hy.<hy<..<M.

Consider two cases

(i) There exists a number n such that ,_; = M, i.e., J; is satisfied by the mapping
tg~'(1) for every J =1,..., M. In this case we have t}(I) = t3*'(I).

(i1) There exists a number n such that h,_, = h, < M. In this case we have E,_; =
E,, and it is easy to see that

ta(1) = tzH(I).
The proposition has been proved.

From this proposition we can define an operator Ts as follows: For any I €
I, Ts(I) = t3(I), where n is the least number such that t3(I) = tgt'(I).

Let S be a sentence. We denote by T the set consisting of S and of all sentences
occuring in rules J; of B. Let I be the mapping which assigns the interval [0,1] for
every sentence in I'. Then Ts(I)(S) can be considered as the interval-value for the
truth probability of the sentence S derived from the knowledge base B.

4. A Method of Reasoning -

We consider now the knowledge bases consisting both types of knowledges with
. external and internal uncertainty. Let B be such a knowledge base, we can write

B = BE u B!, where BE consists of knowledges with external uncertainty. Suppose
that

BE = {<S,',Ii>|i=1,...,L},
B' = {J|j=1,...,M},

where

J; =< Ajl,Ijl >SA AL Ajm’-,ljmj >—< Ac,-,Ic,- > .

Let S be any (target) sentence. Our problem is to deduce from the knowledge base
B the interval value for the truth probability of the sentence S.



Reasoning in knowledge bases with... 5

For this purpose we put T to be the set consisting of the sentence S and all distinct
sentences occuring in BF and B’. Denote by Z the set of mappings from T to C[0,1].
Let I, be the mapping defined by

Io(P) = {I,- if P=S; forsomei=1,...,L
7T 10,1),  othérwise.

I, is called the initial assignment (of interval-valpe to sentences in T').
Now we define a sequence of assignments I,, (n =0,1,...,) initiated by I, and given
recursively as follows:

L { R(In-1), ifnis odd
" 7 | T(I.-1), if n is positive even.
Here R stands for Rss, and T stands for Ty .

]
it

Proposition 2. Let B be a knowledge base, and S be any given sentence. There exists
a natural number n such that I,;5 = I,y = I,.

Proof. From the definition of the sequence {I,} (i =0,1,...) we can write

G NS RG-SR SIS SN N SSRGS
Let h; be a number of rules J; satisfied by (i = 1,3,5,...). Then, {h;} is a sequence
of integers such that

0<h Shs< - Shaoa<ha < <M.

Consider two cases
(i) There exists a number n such that h,_, = M, i.e, J; is satisficd by the mapping
L2, for every j = 1,...,M. Then, any rule J;(j = 1,..., M) is also satisfied by the
‘mappings
Inoi = T(lho)

I, = R(,)
Thus
In+1 = T(In) = I,
In+2 = R’(In+l) = R(In) = I,

or I, = n+l = In42.
(ii) There exists a number n such that h, = h,_» < M. Then the sets of rules
satisfied by I,, and by I,_, are the same. Therefore,

Inyw = T(1,) = I,
Ly = R(In+l) =Ihq1 '

and we have again I, = I,4; = In4o.
This completes our proof.
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Let n be the least number having the property sated in the proposition 2. - Ve
denote this I, by I*, and call it to be the resulling assignment deduced from B to
sentences in T.

The interval 1*(S) is defined to be the interval value for the truth probability of the
sentence S derived from the knowledge base B. We write also:

Br< 5 I"(S) > . |

5. Examples

This section presents two examples illustrating the method of reasoning in a knowl-
edge base consisting of both types of knowledge with internal and external uncer-
tainty.

Example 1. b
Given a knowledge base B = BF U B! where BF is the set of sentences
B—A:[11]
A= C:[1.1]
B:[.2,.6]
C:[.6,.7]

and B! is the set of rules .
Jy =C:[.5,.71— B:[.3,.9]
Jy = B:[.2,5]AC: 5,7 — A:[.2,5]
Calculate the interval of truth probabilities of the sentence A.
Step 1. Applying the operator R, we get
A4:[.2,.7]
B :[.2,.0]
C:[.6,.7]. _
Step 2. Both rules J, and J, are satisfied, so applying the operator 7 we obtain
A:[.2,5] |
B:[.3,.5]
, C :[.6,.7]. -
Step 3. Iterate R, where B : [.2,.6] is now replaced by B: [.3,.5], we get
| | (35,

As both J; and J, are satisfied after #tep 1, it is not necessary to repeat 7 after step
3 and we get the finall result 4: [.3,.5].

Note that BE is a type-A problem (see [2]); hence, we can apply the type-A rules to
computing the intervals for A, B,C instead of solving linear programming problems.

LI
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Example 2. This example is more complex than the above; it illustrates the iteration
of the operator 7. Suppose that we wish to derive the interval of truth probabilities
of the sentence AAD from the knowledge base B = BEUB! where BE is the set defined
as follows

B— A:[.9,

D — B:[.8,9]

A—C:[.6,.8]
D:[.8,1]
C:[.2,4]

and B! is the set of the rules Ji(7=1,2,3):
Ji =C:[.1,,5) — BAD:[.7,1]
Jo = C:[.2,3)A(BAD):[.7,9] — AAD:[4,.7]
Js =AAD:[.6,9] — C:[.2,.3].

Step 1 Applying R, we have
A: [.2,.8]

BAD:[.6,9]
AAD:[.5,.8]
C:[.2,.4]
D:[.8.1].
Step 2. Since only J; is satisfied, we get
BAD: [.7,9]
and the interval values of A, 4 A D,C, D are not varied.
Step 3. Repeating R, only the interval value of A A D is varied
AAD: [.6,.8]

Step 4. Repeating 7, now J; and J, are satisfied, so we have
C:{.2,3]
. AAD:[.6.7].
Step 5. BE is now changed into B’ which consists of:
B—A:[.9,1]
D— B:[.8,.9]
A—C:[6,8]
D:[.8,1]
C:[.2,.3].
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R is repeated and we have
AAND:[.6.7].

By virtue of that all rules in B are satisfied in step 4. the interval value for the truth
probability of AA D is [.6..7].
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Abstract

The paper presents a method of logical reasoning in knowledge bases with uncer-

tainty; such a knowledge base is given by « set of "knowledges” of two following
~forms:

(1) < S, 1> where S is a sentence, and I C [0,1] is an interval of the possible values
for truth probability of S.

(2) < S, >AN< Sa,la >N~ A< Sy, In >=< S, I >, where Sy,...,5,,S are sentences,
and I,...,I,,I are the corresponding intervals of their truth probabilities.

Let B be a such knowledge base, and S be a goal sentence. The interval of truth
probabilities of S derived from B can be found by the proposed method.



