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O N  T H E  M E T H O D  OF STATE I N V A R IA N C E

NG UY EN CANH TOAN &L DO VAN LAP
- -0

A b stra c t .  This paper develops a lena-kumpati methodology f o r  the design o f  adap
tive control system s which guarantee the state invariance o f  the plant although there 
is invariance in its work condition.

0. INTRODUCTION

The necessity of the model for the elasstical adaptive control which was introduced 
by Gutkin and by Craxovski [4, 5] and for the estimate adaptive control which 
was introduced by Williamson and by Lena-Kumpati [6, 8] implies that the state 
equation of the plant is not enough to solve a problem of the adaptive control and 
that in order to solve this problem it is necessary to introduce some new equations 
or some new conditions for an adaptable property of the given plant.

The real control plant in general is varying. Therefore there is always a different 
between the real state of the plant and its given resquisite state in its standard work 
condition chosen for the design.

The aim is, lossely speaking, to construct the adaptive control system which guar
antees the state invariance of the plant and stabilizes its dynamic process although 
there is invariance in its work condition. And an expected new equation will be 
established analyzing these requirements.



I. A DYNAMIC ASSOCIATION EQUTION

Examine the main aims of the Lena-Kumpati adaptive control to obtain an ex
pected new extensive state équation.

1.1. T h e  c o n d it io n  for th e  s ta te  invariance

Consider the linear control plant described by differential equation

<«-*) (1.1)

where y denotes the coordinate of the plant, /  denotes the control exister, d denotes
the external disturbance exister, and the coefficiants a{ , bj and c* depend on the set
0  of the variant dynamic 1-characteristics of the given plant.

Note [1,2] ■
y[l~ l) =  xi,  i -  1 , 2 , /i,

f U~ l) =  Uj, j  =  1 , 2 , 7 ’, '

from (1.1) to obtain the state equation of the plant

x = Ax +  JBu +  2,

where
' X = ( x , , x 2, ...,X-„)7 

U = («1 , U'2, Ur)1

< r = (ü,ü , . . . , zn)T

r.*„ = EUo
n x ji-matrix A and n x r matrix B have the shape

(1.2)

(1.3)

■ 0 1 0 0 -
0 0 ■ 1 0

A = (1.4)
0 0 0 1

-  (t-rl -1 —O-Tl-1 - a i . V

• Ü 0 .. 0 -
B = 0 0 ... 0 (15)

.br~ 1 6r_ 2 • ■ ■ bo .

In the real condition the state of control plant is always different from its given 
requisite ta te  in its standard work condition chosen for the design.



0  = 0 C = constant

then
2 =  z c(t) ,

therefore the requisite state is achieved

x  =  x c( t ) ;

the optimal control must be also achieved

u =  Uopt =  uc(t)

and the state equation (1.2) of the plant becomes «V '

xc = A cxc +  Bcuc +  zc, (1-6)

where •
A c =  A \ q = const,; B c = B® = const.

In the real condition
0 ^ 0 0  ' 

therefore although before the control u enough time to change, i.e.

' u =  uc '

thè state of plant and the disturbance are varied

X Ỷ  x c,

z 'f~ zc.

These varied vectors can be always written

0  = 0C + A0
z =  zc +  A z  (1.7)
X — x c +  A x  '

Let such available control r-vector 9? can be formed so that with

u =  uc +  (fi. (1 -8 )

The state of the plant becomes invariant in comparision with its requisite state
although there is a variance in the work condition of the given plant.



The Lena- Kumpati state invariance oOf the plant

i  = Ax  -f Bu +  z

means tha t [8] .
l im = 0  (1.9)1 — oo '  '

is derived, noting
A x  — p. . (1.10)

Use (1.7) and the fact (1.8) in (1.2), with (1.6), to obtain

x — xc = Ax  — A cx + A cx — A cxc + Bu — Bcu + Bcu — Bcuc +  z — zc 

A x  =  A cA x  +  Bc<p +  A A x  +  A Bu + Az.

( 1.11)

or, with (1.10),
f p =\Acp +  Bc<p +  2S 
\  zs =  A A x  +  A Bu +  A z  ■

The state equation (1.2) of the plant then can be also written as

x = A cx +  Bcu +  ze.

Noting
= A A x  +  A Bu +  2

and A A x  + Bu is some parameter disturbance.

Next, only the case, when the plant is assumed to be observable and all the signals 
in the plant are uniformly bounded, will be examined, (when the plant signals cannot 
be assumed to be uniformly bounded neither approach works directly and special
analysis is needed).

Choosing nx  7t-matrix B arbitrarily from (.4 B) with as small as possible m, provided

- Bf< =  0

cannot occur for any i, i = 1,2,...,/, where ;■

B ? =  k  = const, '

and according to the special shape of the vector z (1.3-3) and of’Tnatrices A (1.4) and
B (1.5),  fey the pair of given values Bi&k\  and cr*,., such value A 0 et can be defined
that, with Bc0k-Iv ±  0,

B f ' \ A tk = (0,0,.. . , iri )T, k =  1,2,...,/ (1.11a)



is always satisfied, where v is m-vector chosen appropriately to B  from (a:,

+  « ■ ' )  A 6 ,
'  *=1 j = 0 '

( © )  d d % , , ( © ) ____  9 b j  . ,

a ic  5 0  5 0  ^rtc 5 0

Then it can be seen that %

Y lk= 1 _  '

= Ea = l —* “i" A-bjUr—j +
/n n , VT _  „

E i = i  =  **
E n 

¡=1

(0,0,...Izin)T = 2,.

According to (1.4) and (1.5) matrix can be written as

where 6 is n-vector, and

B (c@) = 6 ^ e)T,

6 = ( 0 , 0 , 1)T,

= f f ' 0c = ccmsi’
#  is m-vector which has been defined from

( 0.n - fln — 1 • • • ^ 1)
(6r_i 6r_2 ... 6o)t

choosing matrix B.

According to (1.4), (1.5) and (1.11a), (1.11b), substitute

from (1.11) to obtain 

or, since < P ^ T v = vT $ i @\

B cip =  B (c@)vw =  b<pi&)Ti 

zs =  b<pi@)Tv A Q e 

q =  4 0 )(™ +  A0e)

•p =  A cp  +  B ^ v w  +  z,

. p =  A cp  +  bv q, 

when r -vector <p has the shape as r-vector u, i.e. ^

- <P =  ■■;<Pr)T

<Pi =  V, ( , _ 1 ) , * =  1 ) 2 , r ,

(1.11 b)

( 1. 12)

(1.13) 

(1.13 *)



where V* is some function of time which will be defined by (1.12-1) through /-vector 
w,  i.e.

bics r~ 1~, ip = vT<p[@̂ w '
1=0 , 

bic — l©c j  ̂— 1) 2, ■ rîc — 10c )  ̂ 1

4 > ^ w  =
i=i

©  — ( 0 e l i © e 2 >  •••>@ei)T i

u) is /-vector which is going to be defined next.

The equation (1.13), or (1.13 *), is called centralized state equation of the plant, 
and m-vector w  can be assumed to be the control of this centralized process. This 
control vector must be defined according to the condition for state invariance.

R em a rk

In the case if • -
b{r@)}c =  0 r — lc '

cannot occur for any i, i = 1,2,...,/, where 

' b{@\
dbr_

then m-vector v must be

i.e. v is control scalar, and therefore

r - l c  Q Q  

V =  Ui  =  / ,

|0C

/

when n  x m-matrix B  is chosen as

B  =  (0,0,...,6r_i)7

therefore

B f >  =

0 -

0

r  — lc

= bb i%

and the controlized state equation (1.13) and (1.13 *) become

and

where

p =  A cp  +  b ^ ) cb f w  +  z s ,

p =  A cp +  bfq ,  

q =  b(r% { w  +  A 0 e).

(1.14)

(1.13a) 

(1.13 *.a)



f l(0 .) =  o

cannot occur for any i, i = 1,2,...,/ only when

B =  (A B)

therefore the chosen appropriately to it vector

then the centralized state equation (1.13) and (1.13 *) of the plant have the shape

and

where

p =  A cp +  ( ^ ^ x  +  B ^ u ) w  +  zs

p =  A cp +  bv q,

(1.13b) 

(1.13 *b)

=  < ? [ >  +  A 0 e)

( Q>n Qn — l
((& r— 1 K - 2

<P = - a i  ) T  

bo)T

(̂©) — \@ 
c æ |0c

and according to (1.11-2)

z, =  ( 4 0)j; +  ^ 0)ti)A0 +  Az. (1.1 l-2a)

P r o p o s it io n  1, for th e  s ta te  invariance  

If
l im q =  0 
i—*00

occurs, a state invariance of the plant with its centralized state equation

p =  A cp + b v T q

will be derived if and only if every real part of all of eigenvalues of matrix A c is 
negative.

. Actually, with
lim q =  0a . t —»oo

i.e. with an enough great t c

9 =  0, t > t c



must be derived, then system
p  =  A cp  +  bvT q

becomes a linear homogeneous dynamic system

■ ■ p =  A cp, t >  t c

And it is well known that for this system

p =  0 , t >  t c

or
U n i p  =  0,  ( 1 . 9 * )

t —»CO

i.e. a state invariance is derived, if and only if every real part of all of eigenvalues 
of the matrix Ac  is negative. '  -

This proposition is same condition for the Lena-Kumpati adaptive property of the 
given plant.

The control w  in the system

p =  A cp  +  B ^ w  +  25

must be defined according to the condition when matrix Ac  is Hurwitz and

Urn 5 = 0.
t —"OO

The control w defined in this condition is called an adaptive algorithm. And the 
dynamic system with such algorithm w, then is said to be an adaptive control process.

The adaptive control process which guarantees so that

■ l im  p  =  0 .
. t—>00

■ m  . ?
occurs is called Lena-Kumpati adaptive process. The the control w of the dynamic 
centralized system

p =  A cp  +  B ị@)vw  +  2 , 

of the plant is called Lena-Kumpati adaptive algorithm.

R em a rk



from (1.12-2 a)

Az = Ü,

=  B (c@)v A0. (1.11-26)

from (1.11 a) and (1.11 b)
: s = B'0 |vA 0f (1.11 c)

If (1.11 c) is compared with (1.11-2 c) we can see tlrat

A 0 e = A 0

therefore, from (1.12-3),
q = <j>{@)( W  +  A0).  '

Then the state invariance can occur if with the great enough t c

q « 0, t > tc

i.e. ,
- _ - I V  a  A0, I > t c. ' "

It means that in the case, when

B =  (A, B),

A = U, -

the state invariance will be derived if - w  is ]^lant parameter error estimation vector.

1.2. A  s ta b il i ty  o f  th e  adaptive  dyn am ic  process

In this section conditions which have to be satisfied for the Lyapunov’s stalbility 
theory to be successfully applied to adaptive controlers are examined.

P r o p o s it io n  2, for a stability



If there exist some real positive definite 1 1 X 11 - and m  X 111 - matrices p  and Q  such 
tha t the equation

q - Q ~ l vbT P p  -

holds at each time, then an adaptive dynamic process, with the centralized state 
equation

p =  A cp +  bvT q

will be asymptotically stable about zero in an extended state space { q , p }  if and only 
if the matrix A c is Hurmitz.

A control plant, with a control w,

p  =  A cp  +  B f h w  +  zs

or a centralized dynamic process

p  =  A cp  +  bvT q

in the condition
q = - Q - ' v b T P p .  (1.14)

can be examined as a diametral dynamic process

I p =  A,, , + to’-,
\ q  =  - Q - l vbT P p  ' v 7

And this process [1,2,4,  5, 9] will be asymptotically stable about zero in an extended 
state space {p, g} if its extensive Lyapunov energy assumed to be the Lyapunov 
function candidate E  —► 0 as t OG, where

E  =  pT Lp +  qT M  q ( 1 . 1 6 )

and L and M  are some positive defniite n X 11 and in X 111 matrices.

Tlie main problem consists of iinding a monotonic norm.
A condition for asymptotic stability c a ll  be obtained [1, 2, 4, 5  ̂9] if

É < 0  (1.17)'

is always satisfied.
Xem tiếp số 2, 1995


