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ON THE MINIMAL FAMILY

VU DUC THI

Abstract. Equivalent descriptions of family of functional dependencies (FDs) play important role in the
design and implementation of the relational datamodel. In this paper, we introduce the new concept of
minimal family. We prove that these families are equivalent descriptions of family of FDs.

T6111 tl(t. Nhirng str mo ta tuo'ng dircng cda ho cac phu thu9C ham c6 vai tro quan trong trong vi~c thiet
ke va vi~c thu-c hien mo hlnh d ii' li~u quan h~. Trong bai nay, chung tai trinh bay khai ni~m moi ve ho ctrc
tie'u. Chung tai chrrng minh di.ng nhimg ho nay Ill, nhirng mo d. tiro'ng dtro'ng cila ho cac phu thuoc ham.

1. INTRODUCTION

It is known [1,4- 8,14,17] that closure operations, meet-semilattices, families of members which
are not intersections of two other members give the equivalent descriptions of FDs, i.e. they and
family of FDs determine each other uniquely. These equivalent descriptions were successfully applied
to find many desirable properties of functional dependency. Equivalent descriptions of family of FDs
have been widely studied in the literature. In this paper, we investigate the minimal family. We show
that it is equivalent description of family of FDs.

Let us give some necessary definitions and results that are used in next section. The concepts
given in this section can be found in [1,2,4,6,7,8, 17].

Let R = {al,"" an} be a nonempty finite set of atributes. A functional dependency (FD) is a
statement of the form A ----> B, where A, B ~ R. The FD A ----> B holds in a relation r = {hl, ...,hm}

over R if V hi, h] E r we have hda) = h](a) for all a E A implies hdb) = h](b) for all b E B. We also
say that r satisfies the FD A ----> B.

Let F; be a family of all FDs that hold in r. Then F = F; satisfies
(1) A ----> A E F,
(2) (A ----> B E F, B ----> C E F) ~ (A ----> C E F),
(3) (A ----> B E F, A ~ C, D ~ B) ~ (C ----> D E F),
(4) (A ----> B E F, C ----> D E F) ~ (A U C ----> BuD E F).

A family of FDs satisfying (1) - (4) is called an I-family (sometimes it is called the full family)
over R.

Clearly, F; is an I-family over R. It is known [1] that if F is an arbitrary I-family, then there
is a relation rover R such that F; = F.

Given a family F of FDs, there exists a unique minimal I-family F+ that contains F. It can be'
seen that F+ contains all FDs which can be derived from F by the rules (1) - (4).

A relation scheme s is a pair (R, F), where R is a set of attributes, and F is a set of FDs over R.
Denote A+ = {a: A ----> {a} E F+}. A+ is called the closure of A over s. It is clear that A ----> B E F+
iff B ~ A+.

Clearly, if s = (R, F) is a relation scheme, then there is a relation rover R such that F; = F+
(see [1]). Such a relation is called an Armstrong relation of s.

Let R be a non empty finite set of attributes and P(R) its power set. The mapping H : P(R) ---->

P(R) is called a closure operation over R if for all A, BE P(R), the following conditions are satisfied:
(1) A ~ H(A),
(2) A ~ B implies H(A) < H(B),
(3) H(H(A)) = H(A).
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Let s = (R, F) be a relation scheme. Set H.(A) = {a: A --t {a} E F+}, we can see that H. is a
closure operation over R.

Let r be a relation, s = (R, F) be a relation scheme. Then A is a key of r (a key of s) if
A --t R E F; (A --t R E F+). A is a minimal key of r( s) if A is a key of r( s) and any proper subset
of A is not a key of r(s).

Denote K r (K.) the set of all minimal keys of r (s).
Clearly, Kr, K. are Sperner systems over R, i.e. A, BE K; implies A g; B.

Let K be a Sperner system over R. We define the set of antikeys of K, denoted by K-l, as
follows:

K-1 = {A c R: (B E K) ==> (B g; A) and (A C C) ==> (:lB E K)(B ~ C)}.

It is easy to see that K-1 is also a Sperner system over R.
It is known [5] that if K is an arbitrary Sperner system over R, then there is a relation scheme

s such that K. = K.
In this paper we always assume that if a Sperner system plays the role of the set of minimal keys

(antikeys), then this Sperner system is not empty (doesn't contain R). We consider the comparison
of two attributes as an elementary step of algorithms. Thus, if we assume that subsets of Rare
represented as sorted lists of attributes, then a Boolean operation on two subsets of R requires at
most IRI elementary steps.

Let L ~ P(R). L is called a meet-irreducible family over R (sometimes it is called a family of
members which are not intersections of two other members) if V A, B, C E L, then A = B nC implies
A = A or A = C.

Let f ~ P(R), REf, and A, B E f ==> An B E f. f is called a meet-semilattice over R. Let
M ~ P(R). Denote M+ = {nM' : M' ~ M}. We say that M is a generator of I if M+ = f. Note
that R E M+ but not in M, by convention it is the intersection of the empty collection of sets.

Denote N = {A E I : A =1= n{A' E f: A C A'}}.

In [5] it is proved that N is the unique minimal generator of f.
It can be seen that N is a family of members which are not intersections of two other members.

Let H be a closure operation over R. Denote Z(H) = {A : H(A) = A} and N(H) = {A E
Z(H) : A =1= n{A' E Z(H) : A C A'}}. Z(H) is called the family of closed set s of H. We say that
N(H) is the minimal generator of H.

It is shown [5] that if L is a meet-irreducible family then L is the minimal generator of some
closure operation over R. It is known [1] that there is an one-to-one correspondence between these
families and f-families.

Let r be a relation over R. Denote E; = {Eij : 1::; i < j ::;Irl}, where Eij = {a E R : h;(a) =
hj(a)}. Then E; is called the equality set of r.

Let T; = {A E P(R) : :lEij = A, fJEpq : A C Epq}. We say that T; is the maximal equality
system of r.

Let r be a relation and K a Sperner system over R. We say that r represents K if K; = K.
The following theorem is known [7].

Theorem 1.1. Let K be a non-empty Sperner system and r a relation over R. Then r represents K
iff K-1 = TrJ where T; is the maximal equality system of r.

Let s = (R, F) be a relation scheme over R, K. is a set of all minimal keys of s. Denote by s;»
the set of all antikeys of s. From Theorem 1.1 we obtain the following corollary.

Corollary 1.2. Let s = (R, F) be a relation scheme and r a relation over R. We say that r represents
s if K; = K.. Then r represents s iff K; 1 = T;J where T; is the maximal equality system of r.

In [6] we proved the following theorem.



50 vu Due THI

Theorem 1.3. Let r = {hI, ... , hm} be a relation, and F an f-family over R. Then F; = F iff for
every A ~ R

HF(A) ~ { ~[LE"
if 3.Eij E s, :A ~ Eij ,

otherwise,

where HF(A) = {a E R : A -> {a} E F} and E; is the equality set of r.

Theorem 1.4. [3] Let K = {K1, ... , Krr,} be a Sperner system over R. Set s = (R, F) with F =
{K1 -> R, ... ,Km -> R}. Then K. = K.

2. MINIMAL FAMILY

In this section we introduce the new concept of minimal family. We show that this family and
family of FDs determine each other uniquely.

Now we introduce the following concept.

Definition 2.1. Let Y ~ P(R) X P(R). We say that Y is a minimal family over R if the following
conditions are satisfied:
(1) V(A, B),(A', B') E Y : A c B ~ R, A c A' implies Be B', A c B' implies B ~ B'.
(2) Put R(Y) = {B : (A, B) E Y}. For each B E R(Y) ",...-! C such that C c Band !JB' E R(Y) :

C c B' c B, there is an A E L(B) : A ~ C, where L(B) = {A: (A, B) E Y}.

Remark.
- R E R(Y).
- From A c B' implies B c B' there is no a B' E R(Y) such that A c B' c B and A = A' implies

B=B'.
- Because A c A' implies B c B' and A = A' implies B = B', we can be see that L(B) is a

Sperner system over R and by (2) L(B) i- 0.

Let I be a meet-semilattice over R.
Put M*(I) = {(A, B) : 3.CE I: A c C, Ai- n{C: C E I, A c C}, B = n{C: C E I, A c C}}.
Set M(I) = {(A,B) E M*(I) :!J(A',B) E M*(I) : A' C A}.

Note that if C E I, then C is an one-tern intersection. It is possible that A = 0.
It can be seen that for any meet-semilattice I there is exactly one family M(I).

Theorem 2.2. Let I be a meet-semilattice over R. Then M(I) is a minimal family over R.
Conversely, if Y is a minimal family over R, then there is exactly one meet-semilattice I so that
M(I) = Y, where 1= {C ~ R: V(A, B) E Y: A ~ C implies B ~ C}.

Proof. Assume that I is a meet-semilattice over R. We have to show that M(I) is a minimal family
over R. It is obvious that A C B ~ R.

From B' = n{D : DEI, A' c D}, we have B' ~ D. If A c B', then A C D and by
B = n{C : C E I : A C C} we obtain B ~ B'. By f=l(A',B) E M*(I) : A' C A and from
A' cAe B implies B' ~ B we can see that if A' c A then B' C B. Thus, we obtain (1). Clearly,'
LJ(B) = {A: (A, B) E M(I)} is a Sperner system over R.

If there is a B E R(M(I)) and D satisfying DeB and VB' E R(M(I)) : DeB', B' ~ B imply
B = B', then for all A E LI(B) : A ~ D (*).

It can be seen that D i- n{c: C E I, Dc C} and B = n{c: C E I, Dc C}.
If LI (B) U D is a Sperner system over R, then by definition of M(I) we have DE LJ(B). From

(*) this is a contradiction.
If there exists an A E L1(B) : DcA, then this conflicts with the definition of M(I). Thus, we

have (2) in Definition 2.1. Consequently, M(I) is a minimal family over R.
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Conversely, Y is a minimal family over R. Clearly, I is a meet-semilattice over R. It is obvious
that (A, B) E Y implies A ¢. I.

Now we have to prove that M(I) = Y. Assume that (A, B) E Y. By (1) in Definition 2.l.
V(AI, BI) E Y : AI C B implies BI <:;; B. From this and definition of I we obtain BEl.

According to definition of I there is no C E I such that A c C c B. On the other hand,
A c Band B is an intersection of C, where C E I, A c C. Thus, B = n{C : C E I, A c C} and
A of n{c: C E I, A c C}. Hence, (A, B) E M*(I) holds.

Clearly, if A = 0 then (A,B) E M(I). Assume that A of 0 and (AI,B) E M*(I). It is obvious
that by the definition of M* (I) AI c Band !3BI : AI C BI C B. By (2) in Definition 2.1 there is
an All E L(B) : All <:;; AI. Because L(B) is a Sperner system over R and A E L(B) we have AI rt. A.
Thus, (A, B) E M(N) holds.

Suppose that A C R and A (j:. I. Based on the above proof, B E R(Y) implies BEl. Clearly,
R E R(Y). Consequently, for A there is a B E R(Y) such that A C B (**).
We choose a set B so that IBI is minimalfor (**), i.e. JJBI E R(Y) : A C BI C B. According to (2) in
Definition 2.1 there exists an AI E L(B) : AI <:;; A. If there is C E I : A C C c B, then AI C C c B.
This conflicts with the definition of I. Consequently, for all C E I and C of B, A c C implies B C C.
From this and according to the definition of M* (I) (A, B) E M* (I) implies B E R(Y).

Assume that (A, B) E M(I). By the above proof, BE R(Y) holds. We consider the set L(B) =
{AI: (AI, B) E Y}. According to definition M(I) we have A C Band !3BI E R(Y) : A C BI C B.
By (2) in Definition 2.1 there is an AI E L(B) such that AI <:;; A. If AI C A, then according to the
above proof (AI, E) E Y implies (AI, B) E M( N). AI C A contradicts the definition of M(N). Thus,
AI = A holds. Consequently, we obtain (A, B) E Y.

Suppose that there is a meet-semilattice P such that M(P) = Y. We have to show that I = P.
By definition of M(P) E E P implies EEl. Thus, F <:;; I holds. Suppose that there is aD E I and
D ¢. F. According to the definition of meet-semilattice REP. Put DII = n{E E F : DeE}. By
D ¢. P we have D C DII. According to M* (P) (D, DII) E M* (P). From definition of M (P) there is
a DI : DI <:;; D and (DI, DII) E M(P). Thus, DI <:;; D C DII holds. This conflicts with the fact that
DEI. Hence, I = F holds. The theorem is proved.

It is known [1] that there is an one-to-one correspondence between families of FDs and meet-
semilattices and by Theorem 2.2 we obtain the following.

Proposition 2.3. There is an one-to-one correspondence between minimal families and families of
FDs.
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