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Abstract. Protein SUMOylation is one of the most important post-translational modifications in

Eukaryotes species and plays significant roles in many biological processes. The mechanism underlined

the SUMOylation process will be an important cause leading to many common serious diseases, such

as breast cancer, cardiac, Parkinson’s, Alzheimer’s disease, etc. Due to the very important roles

regulated by SUMOylation, the demand for an in-depth understanding of SUMOylation and its

mechanism is currently a hot topic that interests many scientists. In this study, we propose a novel

approach, called CLW-SUMO, for predicting SUMOylation sites using a hybrid deep learning model

that combines convolutional neural networks (CNN) and long short-term memory (LSTM), using

Word2Vec as the word embedding technique. The 10-fold cross-validation demonstrates that our

proposed model achieves the best performance with an accuracy of 82.33%, MCC of 0.589 and AUC
of 0.829. Besides, the independent testing also shows that our proposed model obtains the highest

performance, reaching an accuracy of 90.03%, MCC of 0.773 and AUC of 0.889. Furthermore, when

compared to several existing predictors of SUMOylation using an independent dataset, our proposed

model exhibits the highest performance with an ACC value of 90.03% and an MCC value of 0.773.

We hope that our findings will provide effective suggestions and greatly help researchers in their

studies related to protein SUMOylation identification.
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1. INTRODUCTION

Most proteins undergo post-translational modifications (PTMs) throughout their life-
times, which modulate their functions by altering the structure, dynamics, subcellular loca-
tions, and interactions of the modified proteins, resulting in a broader functional repertoire
of the proteome. Among these PTMs, SUMOylation is highly significant in eukaryotic cells,
where small ubiquitin-like modifiers (SUMOs) covalently attach to specific lysine (K) residues
of target proteins in a reversible manner. SUMO proteins are widely expressed and evolution-
arily conserved in eukaryotes, underscoring their functional importance. Initially recognized
for its role in binding nuclear proteins, SUMO has since been found to participate in various
activities, including transcription regulation, chromatin remodeling, DNA repair, and the
control of cell cycle progression. Alterations in the SUMOylation process have also been
linked to several diseases, including Alzheimer’s, cancer, and autoimmune diseases [1–3].

The covalent attachment of SUMO to its target involves a series of reactions facilitated
by SUMO-activating enzymes (E1), SUMO-conjugating enzyme E2 (Ubc9), and various
SUMO E3 ligases. To reverse the SUMOylation process, SUMO-specific proteases cleave
the bond between SUMO and its substrate. Mass spectrometry (MS)-based proteomics
is a powerful tool for detecting SUMOylated proteins and SUMOylation sites in a high-
throughput manner. However, the transient nature of SUMOylation, the low stoichiometry
of SUMO, and the small fraction of SUMOylated proteins present technical challenges in
studying SUMOylation events. Consequently, computational methods have been proposed
to complement experimental efforts by narrowing down potential SUMOylation sites.

In recent years, the amount of interest in the prediction of proteins based on computa-
tional approaches has been increasing rapidly. Another widely utilized tool is GPS-SUMO
in [4], which represents the latest iteration in a series of previously developed tools, includ-
ing SUMOsp [5] and SUMOsp 2.0 [6], GPS-SUMO [7] was created using the group-based
phosphorylation scoring algorithm. Additionally, pSumo-CD [8] is another tool that employs
a covariance discriminant algorithm by incorporating sequence-coupled effects into general
PseAAC for its predictions. SUMO-Forest [9] utilizes bi-gram and k-skip-bi-gram represen-
tations of the input peptide (with k=1,2) and relies on an ensemble technique called Cascade
Forest on imbalanced data. C-iSUMO [10] uses an Adaboost classifier, which depends on
features derived from structural properties, such as the accessible surface area of the pro-
tein site and backbone torsion angles between residues. ResSUMO [11] uses the convolution
neural network (CNN) model integrated with residue structure. Furthermore, several other
methods rely on various machine learning and deep learning models [12, 13].

In this work, we introduce a learning architecture for predicting protein SUMOylation
sites, called CLW-SUMO. This CLW-SUMO architecture has been built on a hybrid Deep
Learning by incorporating CNN and LSTM, using Word2Vec as the word embedding tech-
nique. To assess the performance of the CLW-SUMO model, we have applied the 10-fold
cross-validation and independent testing approaches. As a result, the CLW-SUMO model
achieves the highest performance on both two evaluation approaches, reaching an accuracy
of 82.33% and MCC of 0.589 on 10-fold cross-validation evaluation, an accuracy of 90.03%
and MCC of 0.773 on independent testing evaluation. Furthermore, we also compare the
proposed CLW-SUMO against other machine learning methods. The obtained result reveals
that our proposed model of CLW-SUMO outperforms existing predictors. This demonstrates
that our proposed model of CLW-SUMO could provide a promising approach for the predic-
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tion of protein SUMOylation sites.

2. MATERIAL AND METHODS

2.1. Data collection and pre-processing

The experimentally verified SUMOylation sites are collected from various open resources
and published in the literature, such as dbPTM3.0, JASSA, SUMOhydro, pSumo-CD,
HseSUMO, GPS-SUMO, ResSUMO, etc. [4, 8, 11, 13–17].

In total, a dataset of 3639 proteins with 8838 SUMO-sites has been collected. After
doing some technical steps to remove duplicated or redundant proteins, we obtain the final
non-redundant dataset containing 3000 unique proteins. In order to prepare for independent
testing, we randomly select 1/3 proteins from the non-redundant dataset to serve as the
independent testing dataset. The remaining data is then considered as a training dataset. As
a result, our final training dataset contained 2000 unique proteins, and the final independent
testing dataset contained 1000 unique proteins.

Table 1: Data statistics of experimentally verified SUMOylation sites

Resources SUMOylated proteins SUMO-sites

dbPTM 3.0 1432 5191

SUMOsp 197 332

seeSUMO 247 377

GPS-SUMO 510 912

JASSA 505 877

pSUMO-CD 510 755

SUMOhydro 238 394

Total 3639 8838

Combined NR data 3000 7982

Training dataset 2000 5890

Testing dataset 1000 2092

In this study, we focus on the sequence-based characterization of SUMOylation sites with
substrate specificities. Therefore, to generate the positive data (SUMO-data), we use a win-
dow length of 2n+1 to extract sequence fragments that center at the experimentally verified
SUMOylated lysine (K) residue, as well as containing n upstream and n downstream flank-
ing amino acids. With a given a number of experimentally verified SUMOylated proteins,
the sequence fragments containing window length of 2n + 1 amino acids and centering at
lysine residue without the annotation of SUMOylation were regarded as the negative training
data (non-SUMO data). Based on previous studies [18–22] and our preliminary evaluation
of various window sizes, the window size of 13 (n = 6) is found to be optimal in the iden-
tification of SUMOylation sites. Therefore, the training dataset consisted of 5890 positive
training sequences and 15260 negative training sequences. However, as some negative data
(non-SUMO data) may be identical to positive data (SUMO data) the predictive model’s
performance may be overestimated in both the training and testing datasets. To prevent
this, we applied the CD-HIT program [23] to remove homologous data. After filtering out
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sequences with 40% [7, 11] sequence identity, the training dataset contained 4985 positive
training sequences and 9967 negative training sequences (Table 2).

To generate data for independent testing, the positive and negative independent testing
datasets are constructed using the same approach as applied to the training dataset. As
a result, the independent testing dataset contains 1245 positive and 2870 negative data
(Table 2).

Table 2: Training dataset and testing dataset to use in this study

Positive sites Negative sites Total

Training dataset 4985 9967 14952

Testing dataset 1245 2870 4115

2.2. Feature extraction and encoding

In comparison with traditional machine learning and statistical computation methods,
the deep learning approach can automatically extract features from amino acid sequences,
eliminating the need for manual feature engineering. Therefore, it is important to convert
protein peptide sequences into quantification vectors for the application of deep learning-
based models.

In this study, we utilize an embedding encoding technique built from the Word2Vec model
[24]. Word2Vec, a widely used word embedding model in natural language processing (NLP)
developed by Tomas Mikolov at Google, is not an individual algorithm, rather it comprises
two learning models: Skip-gram and Continuous Bag of Words (CBOW).

By inputting text data into one of these learning models, Word2Vec generates word
vectors that can represent a large piece of text or even the entire article. In NLP-based
encoding techniques, words in a sentence are treated as real numbers. In our case, each
protein is treated as a sentence and its residues as words. The protein sequences are repre-
sented as a collection of counts of n-grams, in which n adjacent amino acids are recognized
as words. Inspired by the idea of Hamid and Friedberg [25], the length of the grams of 1,
2, and 3 have been tested in our work. The results show that the n = 3 appeared to be
optimal in this evaluation, leading to 213 = 9261 trigrams (20 common types of amino acids
forming a protein and a special ‘X’ wildcard to replace missing amino acid in the fragment
peptide). Figure 1 shows the representation learning for trigrams with skip-gram training.
For each protein sequence, we create two sequences by starting the sequence from the first
and second amino acids so that we can consider all the overlapping bigrams for a protein
sequence. We generate the training instances using a context window of size ±5, where we
take the central word as input and use the surrounding words within the context window as
outputs. The neural network architecture for training is used on all instances, and then a
9261-dimensional vector for each trigram is generated by the neural network. The trained
hidden layer weights are transferred as the initial parameters of the embedding layer in the
proposed SUMOylation site prediction model. The embedding matrix of Word2Vec acts as
an embedding neural network. For details, see the data preprocessing phase in Figure 1.
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2.3. Model construction, learning and evaluation

To build a model for the prediction of protein SUMOylation sites, we do the following
steps:

Firstly, we used two different deep learning algorithms to develop a classifier for predicting
SUMOylation sites. As depicted in Figure 1, our proposed method takes the raw protein
fragments as input. Through the process of feature extraction and encoding, we create an
embedding matrix Word2Vec. This matrix is embedded in the first layer of the deep-learning
networks.

Secondly, we employ two parallel deep learning models. Each model learns its own
set of features. Model 1 utilizes a CNN network with two convolutional layers and two max
pooling layers. Model 2 employs an LSTM (128) network commonly used in natural language
processing.

Finally, these two models are combined and then fed into a dense network with 64 nodes.
The output layer contains a single neuron and ends with sigmoid activation to calculate the
output x of this layer.

During the training of the CLW-SUMO models, the dropout units (the drop rate is set to
0.3) are added after each max pooling layer in the convolutional layer and before and after
the LSTM (128) layer, which are usually required for generalization on unseen data and to
avoid overfitting.

The proposed model is achieved through the Keras framework under the Python lan-
guage. In an attempt to improve training speeds in deep neural networks and reach con-
vergence quickly, we have utilized the Adam optimization method with an initial learning
rate of 0.001, a batch size of 128, the number of epochs of 100. The early stop mechanism
is applied to each training. All the experiments have been performed on a server equipped
with Google Colab Pro.

In order to evaluate the performance of the predictive models, the 10-fold cross-validation
approach has been performed to assess the classifying power of the predictive models. The
following measurements are commonly used to evaluate the performance of the constructed
models: Sensitivity (SEN), Specificity (SPE), Accuracy (ACC), Matthew’s Correlation
Coefficient (MCC), Recall, and F1− score, the area under the curve (AUC).

SEN =
TP

TP + TN
, (1)

SPE =
TN

TN + FP
, (2)

ACC =
TP + TN

TP + FN + TN + FP
, (3)

MCC =
TP × TN − FP × FN√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
, (4)

Recall =
TP

TP + FN
, (5)

Precision =
TP

TP + FP
, (6)

F1− Score = 2
Precision×Recall

Precision+Recall
. (7)
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Figure 1: The architecture of the proposed model

Herein, TP , TN , FP , and FN represent the numbers of true positives, true negatives,
false positives, and false negatives, respectively.

In this study, we apply a k-fold cross-validation approach to evaluate the ability of the
predictive models. After running a 10-fold cross-validation process, the predictive model
with the highest values of MCC and accuracy is selected as the optimal model for identi-
fying SUMOylation protein. Moreover, an independent testing approach was carried out to
evaluate the ability of the selected model in the real case.

3. RESULTS AND DISCUSSIONS

3.1. Dataset analysis

To examine the position-specific amino acid composition for SUMOylation sites, WebL-
ogo [26] is applied to generate the graphical sequence logo for the relative frequency of the
corresponding amino acid at positions surrounding SUMOylation sites. Using WebLogo,
the flanking sequences of substrate sites (at position 0) could be graphically visualized in
the entropy plots of the sequence logo. Through the identified motif, we can easily observe
the conservation of the amino acids around the SUMOylation sites. The identified motif is
subsequently evaluated for its ability to distinguish SUMOylation from non-SUMOylation
using 10-fold cross-validation.

The investigation of differences between the amino acid composition surrounding SUMOy-
lation (positive data) and those of non-SUMOylation (negative data) shows that the overall
trends are similar with slight variations. As shown in Figure 2a, the most four prominent
amino acid residues include Glutamate (E), Serine (S), Lysine (K) and Leucine (L); whereas
Tryptophan (W), (Cysteine C), and Methionine (M) are three of the least significant amino
acid residues. Besides, the sequence logo displays the most enriched residues surrounding
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the SUMOylation. As shown in Figure 2b, it also visualizes the most conserved amino acid
residues including Glutamate (E), Leucine (L), Proline (P), Lysine (K), and Serine (S). In
addition, Two sample logo [27] is used to visualize the difference between SUMO-sites and
non-SUMO sites. As displayed in Figure 2c, the enriched residues appear to be Glutamate
(E), Valine (V), and Lysine (K) while the depleted amino acid residues include arginine (R),
Aspartic acid (D), and Leucine (L).

Figure 2: Frequency of the amino acid composition surrounding the SUMOylation sites
(Figure 2a. The frequency of amino acids appeared in the positive training dataset; Figure 2b.
The sequence logo - a graphical representation of the sequence conservation of amino acids
in positive training dataaset); Figure 2c. Two sample logo - a visualization of differences
between positive training and negative training dataset)

3.2. Performance evaluation by cross-validation approach

In Section 2, the 10-fold cross-validation approach is utilized to evaluate the ability of
the predictive models trained on the Word2Vec embedding-based feature. To assess the
performance of the predictive models, we have investigated the performance of single CNN
and LSTM models. As displayed in Table 3, the CNN and LSTM models achieve quite high
performance, obtaining accuracy of 81.30% and 80.31%, reaching MCC values of 0.564 and
0.537, respectively.
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In general, it is straightforward and very beneficial to combine two or more different
models to exploit advantages from them. Therefore, in an attempt to further improve the
performance of the predictive model, we try to incorporate the power of the two separate
CNN and LSTM models into a combined model, called CLW-SUMO, to identify protein
SUMOylation sites. Fortunately, the proposed model, CLW-SUMO, achieves the highest
performance, reaching 82.33% and 0.589 on ACC and MCC, respectively (Table 3). These
results indicate that the proposed model of CLW-SUMO is highly effective for the prediction
of protein SUMOylation.

Table 3: Performance evaluation by 10-fold cross-validation

Model ACC(%) SEN(%) SPE(%) MCC Recall Precision F1-score

CNN 81.30 77.9 82.5 0.564 0.779 0.613 0.686

LSTM 80.31 80.3 80.3 0.537 0.803 0.542 0.647

CLW-SUMO 82.33 79.7 83.3 0.589 0.797 0.631 0.704

3.3. Performance evaluation by Independent testing approach

Cross-validation is a technique that combines the results from multiple local models to
validate the global model, hence it cannot guarantee the ability of the model in the real
case. Therefore, it is necessary to use an independent dataset, which is distinct from the
training dataset, to examine the power and general ability of the model in the real case.
Table 4 presents the detailed performance of the proposed model using the independent
testing dataset. Fortunately, our proposed model obtains the highest performance with an
accuracy reaching 90.03% and MCC value of 0.773. This result indicates that our proposed
model of CLW-SUMO is a promising approach and could provide effective support for the
prediction of protein SUMOylation.

Table 4: Performance evaluation by Independent testing

Model ACC(%) SEN(%) SPE(%) MCC Recall Precision F1-score

CNN 88.89 85.5 90.5 0.747 0.855 0.803 0.828

LSTM 87.18 84.0 88.6 0.706 0.840 0.761 0.798

CLW-SUMO 90.03 88.0 90.9 0.773 0.880 0.812 0.844

3.4. Performance comparison with previous existing predictors

To evaluate the performance and practicality of the proposed model, in this study, we
perform the comparison between our proposed model and several previous existing predictors
using the same independent testing dataset. As displayed in Table 5, our proposed model
is compared with five previous predictors (GPS-SUMO2.0 [4], seeSUMO2.0 [17], JASSA
[14], ResSUMO [11], and RXS-SUMO [22]) and the result shows that our proposed model
outperforms others, reaching accuracy at 90.03% and MCC value at 0.773. This strongly
convinces us that our proposed model of CLW-SUMO is a promising approach and could
provide effective support for the prediction of protein SUMOylation.
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Table 5: Independent dataset comparison of CLW-SUMO with existing predictors

Predictor Threshold ACC(%) SEN(%) SPE(%) MCC

GPS-SUMO2.0 Low 87.74 88.42 87.5 0.715

Medium 79.39 69.37 83.87 0.525

High 87.74 88.42 87.5 0.715

seeSUMO2.0 Low 85.52 82.83 86.54 0.661

Medium 76.88 64.41 82.99 0.475

High 83.57 79.0 85.33 0.615

JASSA Low 76.05 73.92 76.31 0.343

Medium 84.36 50.03 84.02 0.422

High 87.04 45.32 86.42 0.423

Very High 89.02 20.91 88.51 0.388

ResSUMO - 72.67 80.91 64.9 0.456

RXS-SUMO - 88.60 83.48 91.0 0.743

CLW-SUMO - 90.03 88.0 90.9 0.773

4. CONCLUSION

Protein SUMOylation is one of the most important post-translational modifications in
Eukaryotes species and plays significant roles in many biological processes. The mechanism
underlined the SUMOylation process will be an important cause leading to many common
serious diseases, such as breast cancer, cardiac, Parkinson’s, Alzheimer’s disease, etc.. In this
study, we propose a novel approach for the prediction of protein SUMOylation sites using
a hybrid deep learning model that combines convolutional neural networks (CNN) and long
short-term memory (LSTM), using Word2Vec as the word embedding technique. Experi-
mental results demonstrate the ability and power of our proposed model in the prediction of
protein SUMOylation sites. We hope that our findings will provide effective suggestions and
support to researchers in their studies related to the determination of protein SUMOylation
sites.
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