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Abstract. Multi-document summarization is a challenging problem in the Natural Language Pro-
cessing field that has drawn a lot of interest from the research community. In this paper, we propose a
two-phase pipeline to tackle the Vietnamese abstractive multi-document summarization task. The ini-
tial phase of the pipeline involves an extractive summarization stage including two different systems.
The first system employs a hybrid model based on the TextRank algorithm and a text correlation
consideration mechanism. The second system is a modified version of SummPip - an unsupervised
graph-based method for multi-document summarization. The second phase of the pipeline is ab-
stractive summarization models. Particularly, generative models are applied to produce abstractive
summaries from previous phase outputs. The proposed method achieves competitive results as we
surpassed many strong research teams to finish the first rank in the AbMusu task - Vietnamese
abstractive multi-document summarization, organized in the VLSP 2022 workshop.

Keywords. Multi-document summarization, abstractive summarization, NLP, graph-based, gener-
ative models.

1. INTRODUCTION

Text summarization plays a crucial role in processing and extracting valuable informa-
tion from large volumes of data, particularly in the context of big data. It provides an
efficient means for users, including non-expert individuals, to quickly grasp the key ideas
and main points within a document or a collection of documents [1]. Summarization also
supports other tasks such as information retrieval [2-4] and question answering [5-7]. The
exponential growth of online content has created a challenge for users in locating relevant
and valuable information amidst the vast amounts of available data. In the Vietnamese
field, the shared task Vietnamese Abstractive Multi-document summarization (AbMusu) is
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the first time established in The 9" International Workshop on Vietnamese Language and
Speech Processing (VLSP 2022) [8].

Multi-document summarization is a complex task that involves aggregating information
and producing a concise summary from a set of documents. The challenge lies in creat-
ing summaries that contain crucial information from the entire document collection while
maintaining a coherent interpretation. More specifically, this paper tackles the text sum-
marization task from a set of Vietnamese newspapers. Multi-document summarization has
witnessed remarkable progress in recent years, driven by the strengths of deep learning mod-
els. Extractive models extract relevant sentences from input documents and combine them
to form a summary, while abstractive models generate summary sentences from scratch.
Although abstractive models exhibit superior performance compared to extractive models,
they pose challenges in training due to the need for a comprehensive understanding of input
document content and the generation of coherent summary sentences. Available pre-trained
language models in Vietnamese [9, 10] allow us to apply these models to summarize Viet-
namese text.

This paper introduces a two-phase pipeline for tackling the Vietnamese abstractive multi-
document summarization. The first phase involves an extractive summarization stage includ-
ing two different systems: a graph-based text correlation model and a modified version of
SummPip, which involves four main steps: processing text, constructing sentence graphs,
applying graph clustering, and generating a summary from the extracted sub-graphs. Since
SummPip was originally designed for the English dataset, we proposed changes in the sec-
ond and final steps to apply it to the Vietnamese dataset. The second phase fine-tunes
pre-trained generation models to produce novel words and terms in summaries. The pro-
posed methods achieved competitive results as we surpassed many strong research teams to
rank first place in the Vietnamese abstractive multi-document summarization share task,
organized in the VLSP 2022 workshop.

2. RELATED WORKS

There are two common approaches in text summarization: extractive summary and
abstractive summary. Extractive summary aims to determine salient terms or phrases in the
original text, using statistical and semantic features [11]. Meanwhile, abstractive summary
requires advanced natural language models (e.g. Seq2Seq model [12], graph-based approach
[13]) to understand and rewrite the input into a concise, fluent, human-like form [14].

2.1. Extractive summarization

Extractive summarization has been an active research area since its initial emergence in
the 1950s [11]. Over the years, numerous techniques and approaches have been developed
to address the challenges and improve the effectiveness of extractive summarization sys-
tems. Early methods in extractive summarization often relied on heuristics and rule-based
approaches. These techniques involved identifying important sentences based on features
such as sentence position, length, and keyword frequency [15]. Celikyilmaz et al. [16] pro-
posed a two-step learning system that involves i) scoring sentences based on a hierarchical
topic model and ii) training a regression model based on these scores to produce summaries
for new documents. GRAPHSUM [17] proposed a novel summarizer based on a knowledge
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graph and association rules to define correlation among words and terms. With the explosion
of deep learning, experiments are carried out to validate the performance of deep learning
models in extractive summarization [18,19].

Some works have considered this task as a sentence classification problem and handled it
using pre-trained language models [20,21]. Another approach to extractive summarization
is GNNs, where these graphs can present complex semantic relations among terms and sen-
tences [22,23]. Wang et al. [24] proposed a “heterogeneous graph-based neural network” to im-
prove the learning of cross-sentence relations among documents. AREDSUM [25] employed
adaptive redundancy-aware to combine salience and redundancy for ranking sentences. Au-
thors in [26] proposed an extractive summarization system based on various features and
state-of-the-art techniques, combined with novel PtN strategies to enhance performance.

2.2. Abstractive summarization

Abstractive summarization generates the summarized information in a coherent form that
is simple to read and grammatically correct. There are two main approaches for abstractive
summarization: structure-based and semantic-based [27]. In the structure-based approach,
key information from the document(s) is derived using features like templates, extraction
rules, trees, ontology, lead and body, and graph-based structures. In the semantic-based
technique, the Natural Language Generator (NLG) generates a summary of important in-
formation in the document.

Neural network sequence models offer a new approach to handling abstractive summariza-
tion. Rush et al. [28] presented the very first data-driven system based on a neural attention
model for abstraction summarization. Summarizing long documents remains challenging as
models are required to understand the topic and produce summaries with minimal amounts
of duplication. See et al. [29] proposed a novel architecture based on a hybrid pointer gener-
ator to produce new words and coverage to reduce repetition. Another work [12] proposed
a novel intra-attention for neural networks combined with a new training method based on
reinforcement learning.

The success of transformer-based models in recent years has been remarkable, particularly
in natural language processing. These models, which leverage attention mechanisms [30],
have proven to be highly effective in capturing and incorporating more abstract information
from documents [31-33].

Apart from these approaches, there are novel developed methods for abstraction sum-
marization. The authors of [34] proposed a multi-granularity interaction network MGSUM
based on the Transformer model for capturing the semantic relationships. StructSum pro-
posed improved encoder-decoder models based on rich structure-aware document representa-
tions. The authors in [35] presented an effective technique to improve abstractive summaries
by pre-training language models with the BRIO training diagram [36].

3. METHODOLOLY

The Vietnamese abstractive multi-document summarization (AbMusu) task is to gen-
erate a concise and abstractive summary S from a given set of topic-related documents
D = {d;,ds,...,d,}. Summarization models are trained following the supervised learning
approach, aiming to maximize the similarity between S and human-generated summary R.
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To tackle the AbMusu challenge, we consider both extractive and abstractive approaches
involving graph-based and generative models. The extractive summarization phase aims to
determine salient sentences or phrases from the original documents and form them into a
summary. In the next phase, we employ generative models to rewrite inputs and produce
concise, fluent, and human-like text.

3.1. Extractive summarization
3.1.1. Single document extraction

A document d € D is divided into three parts: title, anchor text A = {a1,aq,...,a;}, and
body text B = {b1, ba,...,b}. The anchor text serves as a summary to provide an overview
to readers. Therefore, the correlation between anchor text A and body text B contributes
to the summary’s quality. This step utilizes these correlation features to determine the most
important sentences that contain the overall idea of the document.

Particularly, to estimate an importance score of a sentence b, we use the Cosine similarity
score as follows

k
Score(b) =Y _ Sim(b, a;), (1)
j=1
. Vp, - Vg
b =t - 2
Sm(b: a) = 1 Tl 2)

where v, and v, represent the vector presentation of sentences b and a. Before applying
similarity computation, we need a model that can derive semantically meaningful sentence
embeddings. Therefore, we employ SentBERT [37] loaded with pre-trained parameters from
PhoBERT [38] to produce sentence embeddings.

Sentences with the highest relevance score are selected to combine with the anchor text
part to form a summary of the document d. This process is repeated for the other documents,
we receive the first summary Sy of the cluster D.

3.1.2. Multi-document extraction

After applying the initial step, Single document extraction, we obtain an extractive
summary called S, which is generated by selecting and combining sentences from both the
anchor text and the body text parts of documents. This process may introduce noise and
duplicated information into the summary. To address this issue and improve the summary’s
quality, we employ TextRank [39], a graph-based sentence ranking method.

TextRank is an algorithm based on graph centrality that identifies important sentences
in a document by considering their co-occurrence patterns. Let G(V, &) be an undirected
graph with the set of vertices V, where each vertex is a sentence and a set of edges £. Given
a summary S1 = {s1,82,..., Sy}, the similarity between s; and s; is defined as their Cosine
similarity score denoted in Equation 3. Edge weights are defined by the similarity score
between two nodes it connects

w(i,j) = Sim(s;, s;5). (3)

The multi-document extraction step aims to refine the summary S; by reducing dupli-
cated sentences and improving the summary’s quality. The resulting output denoted as S3,
provides an overview content of the entire cluster D.
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3.1.3. A modified version of SummPip

SummPip, proposed by Zhao et al. [40], is an unsupervised method for multi-document
summarization that leverages sentence graph compression. The authors evaluate the perfor-
mance of SummPip using ROUGE metrics on the Multi-News dataset [41] and the DUC-2004
dataset [42], demonstrating its effectiveness on both datasets.

The SummPip pipeline consists of four major steps. First, the text is processed. Then, a
sentence graph is constructed, where each node represents a sentence from the processed text,
and edges are defined based on both lexical and deep semantic relations between sentences.
Next, graph clustering is applied to identify communities of nodes. Finally, a summary is
generated based on the extracted sub-graphs. The input to SummPip is the raw dataset
provided by the organizer, and the output is an extractive summary. Figure 1 illustrates the
workflow of SummPip for unsupervised multi-document summarization.

To adapt SummPip for the Vietnamese dataset, we adjust the second and fourth steps.
These modifications are necessary to accommodate the linguistic characteristics and unique
features of the Vietnamese language while still leveraging the linguistic knowledge and deep
neural representations utilized in the original method.

Candidate 1

Candidate 2

Concat-document || | candidate 3

Sentence 1.1

Sentence 1.2 Represent 1

Represent 2

Keyphrases Graph Keyphrases Score

Figure 1: Automatic pipeline for unsupervised multi-document summarization

Text processing: Given a cluster of documents D = {dy,ds,...,d,}, we convert D
into a list of sentences by concatenating all documents in D. Afterward, we perform word
segmentation using RDRsegmenter [43] to form compound words. The output of this step
is a list of segmented sentences, which serves as the input for the subsequent sentence graph
construction phase.

Sentence graph construction: We build a graph G(V, ), where each node v; € V
represents a sentence. Compared to the original version, the linking conditions are changed
based on Vietnamese linguistic knowledge and tools. Particularly, two nodes are connected
if one of the following conditions is met:

e Discourse Markers: Two consecutive sentences v; and v;4+1 are connected if v;4.1 contains
discourse markers (e.g., tuy nhién, vi vay).

e Entity continuation: two sentences are connected if they contain the same proper
nouns. We use the VnCoreNLP library to perform POS tagging [44] to determine
word type.
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e Sentence similarity: Instead of using word2vec as in the original version of SummPip,
we utilized SentBERT with the initial parameters of PhoBERT to produce embedding
vectors of Vietnamese sentences. These vectors can present contextual information
from sentences. Finally, the Cosine score is applied to these vectors to measure the
sentence similarity score.

Multi-sentence Compression for Summary: Mutli-sentence Compression is applied
in the last step to generate summaries from the sentence clusters. SummPip uses an extended
version of multi-sentence compression [45] by considering key phrases to adjust the compres-
sion process. The keyphrases extraction approach in Multi-Sentence Compression (MSC)
can be divided into two steps: sentence compression and re-ranking paths using keyphrases.

Figure 2: Example of word graph construction. A possible compressed path is also given

For the sentence compression step, a word graph is constructed to determine the short-
est path as the new compressed sentence. Figure 2 depicts the word graph generated
from the given sentences. For clarity, edge weights are omitted and some phrases in sen-
tences are compressed in the graph due to space limitations. Particularly, node [1] stands
for “quyét _dinh chdp thuan cho Cong ty TNHH Phan_mém FPT”, node [2] is “T6_hgp
Trung_tam nghién ctu, sdn_xudt vd dao_tao chuyen gia cong_ngheé FPT Software”, and
node [3] means “tiép_tuc dd von”.

e UBND tinh Binh Dinh ngay 20-7 d& c6 quyét _dinh chap thuan cho Cong ty TNHH
Phan meém FPT dau_tudy &4nTé hgp Trung tam nghién ciu, san  xuét va ddo tao
chuyén gia cong nghé FPT Software v6i tong dau_tu hon 2.000 ti dong.

e Tap doan FPT tiép tuc dé von trén 2.000 ty dong dau tu T6 hgp Trung tam
nghién cttu, sdn_ xuat va ddo_tao chuyén gia cong nghe FPT Software véi dién_ tich
15,2 ha trong khu quy hoach Khu dé_thi khoa hoc va gido duc Quy_Hoa, TP
Quy Nhon.

e T6 hgp Trung tam nghién ctu, sin_xuat va dao tao chuyén gia cong nghe FPT
Software rong 15,25 ha thuoc khu  vyc 2, phuong Ghénh Réng, TP Quy Nhon, tinh
Binh Dinh c6 tong von dau_tu hon 2.000 ty dong.
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The next step is to re-rank the retrieved paths using keyphrases extracted from the set
of related sentences. We replace the original pattern for English with the regular expression
(A(N|Np) * (A)x) to determine the keyphrase for Vietnamese. In this regular expression, A
asserts position at the start of a line, * means zero or more instances of the preceding regex
token, A are adjectives, and Np is proper nouns, N are nouns. For example, “Bo truéng Bo
Giao thong Anh qubc Grant Shapps” would be considered as a keyphrase of a sentence.

3.2. Abstractive summarization

To address the issues of the incoherence of the extractive summary, we introduce an ad-
ditional abstractive summarization phase utilizing the BARTpho and ViT5 models. While
extractive summarization involves selecting and arranging topic-related sentences from the
source documents, it may lack the ability to generate fluent and coherent summaries. Ab-
stractive summarization, on the other hand, aims to generate summaries by paraphrasing
and rewriting the content in a more human-like language.

BARTPho has a standard sequence-to-sequence transformer architecture and can be fine-
tuned to tackle various downstream NLP tasks [9]. We fine-tune the BARTphoy,o-q version
combined with word segmentation from the VnCoreNLP library to leverage Vietnamese
linguistic features. The setting of min-len, max-len, and beam size are determined based on
the validation set.

Introduced shortly after BARTPho, ViT5 [10] achieved state-of-the-art results on the
Vietnamese summarization task. In this work, we fine-tune the ViT5-based model which
contains 310M parameters on the training set made of extractive summaries and their cor-
responding gold labels. The settings of the text generation process are optimized using the
validation set, which involves 100 clusters of documents.

3.3. Combining graph-based and generative models

One of the main challenges of multi-document summarization is the length of documents.
An abstractive summarization model cannot aggregate information from a set of documents.
Thus, we applied two-phase extractive summarization to compress data length while remain-
ing topic-related information.

In particular, Figure 3 shows the overall pipeline’s architecture. We first extract single
documents to shorten the summary length. In the second phase, we concatenate the candi-
date sentences from single documents. Then we apply multi-document extraction to produce
quickview summaries. The multi-document extraction has a great result because the gold
summaries are quite similar to sentences in documents. Finally, we apply generative models
for quickview summaries to produce abstractive summaries.

4. EXPERIMENTS AND RESULTS

4.1. Metrics
The official evaluation metrics used in the competition are the ROUGE-2 scores [46] and
the ROUGE-2 F1 score. The ROUGE-2 F1 score is computed as follows

|Matched N — grams|

ROUGE —2 P =
|Predict summary N — grams|’

(4)
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Figure 3: Hybrid architecture for abstractive multi-document summarization

|Matched N — grams|
|Reference summary N — grams|’

2%x ROUGE —2 P x ROUGE —2 R
ROUGE =2 F1 = ROUGE —2 P+ ROUGE —2R (6)

ROUGE -2 R =

4.2. Data analysis

The provided dataset consists of Vietnamese news data covering various topics such
as economy, society, culture, science, technology, etc. The data is divided into training,
validation, and test sets. Each cluster in the dataset contains 3-5 documents that revolve
around the same topic. Table 1 provides detailed statistics about the dataset. The document
and summary lengths vary significantly, with the minimum and maximum document lengths
being 73 and 4619 words, respectively. On average, the document length in the training
and validation sets is approximately 700 words, while in the test set, it is around 667 words
per document. The average document length is approximately three times greater than
the average summary length. Figure 4 depicts the relationship between cluster length and
summary length. The average cluster length is calculated by summing the lengths of all
documents in a cluster and dividing by the number of documents. The figure suggests a
positive correlation between cluster length and summary length. In Figure 5, the ratio
between the cluster length and its corresponding summary length is 2.0 to 4.0. This feature
determines the output length for each phase in the summarization process.

4.3. Hyper-parameters setup

Single document extraction. Given a cluster D = {d,ds,...,d,} consists of the
anchor text A = {a1,ag,...,ax}, top 3 sentences with the highest score in each document
are selected in the single document extraction phase. As a result, the output contains 3xn—+k
sentences.
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Table 1: Statistics analysis of the dataset

Training | Validation | Test
Number of clusters 200 100 300
Average number of documents 3.105 3.04 3.05
Maximum words per document 3474 4619 4291
Minimum words per document 148 132 73
Average words per document 715.32 701.65 667.13
Maximum words per summary 446 380 -
Minimum words per summary 63 83 -
Average words per summary 197.74 202.35 -

250

& & 8 10 2 %
cluster average length/summary length

Figure 5: Ratio between cluster and summary

Figure 4: Relation between cluster and length

label length

Multi-document extraction. After multiple experiments with different settings, we
choose the top 5 candidate sentences from documents.

SummPip. We made some changes compared to the original SummPip. In particular,
we use POS tags C' and Cc from VnCoreNLP to define discourse markers, in which C' is
a subordinating conjunction and C'c¢ denotes a coordinating conjunction. The threshold for
sentence similarity is 0.83. The number of clusters in step three is equal to 3 x N, where N
is the number of sentences of anchor texts.

BARTpho. The BARTpho model is fine-tuned using a dataset form of extractive summaries
and their corresponding gold labels for 30 epochs with Adam optimizer. For the inference
phase, the minimum and maximum output lengths are set as 0.7 and 1 of their inputs. As
BARTpho is a generative model, generating a summary takes around 1-2 minutes for each
input. Given the size of the testing dataset, it took approximately 6-7 hours to generate 300
summaries.

ViT5. The fine-tuning dataset of ViT5 contains pairs of extractive summaries and their cor-
responding gold labels. The fine-tuning process is carried out over 5 epochs using the Adam
optimizer. During the inference process, we set the minimum and maximum target lengths
for the abstractive summaries to be 0.7 and 1 of the size of their corresponding input texts,
respectively. During each iteration, generating an abstractive summary takes approximately
2-3 minutes, and in total, it requires around 2 hours to produce 100 abstractive summaries
for the validation dataset.
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4.4. Results and discussion

The test data set has 100 document clusters. The public leaderboard is calculated with
approximately 50% of the testing data. The private results are based on the other 50%.
Table 2 shows our results on the private leaderboard. Multi-document extraction method
achieves the best ROUGE-2 F1 and Recall scores, but the abstractive method using the
BARTpho model has the highest Precision score because the extractive output is longer
than the abstractive one. We used generative models to rewrite extractive summaries, so
the final summaries are shorter, and more coherent than the extractive method. Table 4
shows an example of methods outputs. The abstractive summary has 50 words fewer than
the multi-document extractive output. Table 3 shows the top 5 teams’ final results. Our
team achieves the first rank in the competition with the multi-document extractive method.

Table 2: Private result of the test set

| R2-F1 | R2-Precision | R2-Recall

Ezxtractive methods

Multi-document extraction | 0.3035 0.2298 0.4969
Single document extraction | 0.2498 0.2093 0.3378
Modified SummPip 0.1993 0.1642 0.2849
Abstractive methods

BARTpho-word-base 0.2512 0.2429 0.2848
ViT5-base 0.1693 0.1806 0.1556

Table 3: Private leaderboard in the competition

Team R2-F1 | R2-Precision | R2-Recall
minhnt 2709 | 0.3035 0.2298 0.4969
thecoach team | 0.2937 0.2284 0.4463
ngtiendong 0.2805 0.2629 0.3192
TheFinal Year 0.2785 0.2272 0.4040
nhanv 0.2689 0.2773 0.2829

As the team that has achieved top results in the task, it is crucial to discuss poten-
tial biases in the evaluation process. Identifying and understanding these biases can help
drive improvements in the task and ensure fair and comprehensive evaluation in the future.
Firstly, the ROUGE-2 scores and ROUGE-2 F1 are the main scores for ranking the models.
Therefore, the team that has the highest ROUGE-2 score is the winner. However, ROUGE-
2 is not a good metric to evaluate the quality of summaries. The main reason is that it
cannot measure the coherence of summaries. For example, the predicted summary N-grams
can match the reference summary N-grams very well, but the predicted summary can be
completely incoherent. The ROUGE-2 scores will still be very high, but the content of the
summary is meaningless. Secondly, this metric is based on the gold summary, but we cannot
have gold summaries in the real world. People will have different opinions about what should
be included in the summary.

Further analysis of the results reveals some challenges in our proposed method. Firstly,
the method encounters difficulties in handling large document collections. This challenge
arises due to the inherent slowness of generative models, making it impractical to apply
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them to extensive document sets efficiently. As indicated in Table 4, it takes nearly two
minutes to generate a single abstractive summary. The second limitation pertains to the
lack of consideration for sentence and document relationships in the proposed method. Since
the primary goal in the competition is to achieve the highest ROUGE-2 score, the focus
is primarily on generating summaries that match the gold labels. However, it is possible
to incorporate sentence and document relationships by modifying the summary generation
process. This aspect presents an interesting topic for further research, as it could improve
the coherence and quality of the generated summaries.

5. CONCLUSION

In this paper, we propose a two-phase pipeline for the Vietnamese abstractive multi-
document summarization task using both extractive and abstractive approaches. Partic-
ularly, the pipeline involves text correlation, TextRank algorithm, a modified version of
SummPip, and generative models. We adjusted the SummPip model to apply it to the
Vietnamese dataset. The second phase fine-tunes pre-trained generation models to produce
novel words and terms in summaries. The proposed methods achieved competitive results as
we surpassed many strong research teams to finish the first rank in the AbMusu share task -
Vietnamese abstractive multi-document summarization, organized in the VLSP 2022 work-
shop. Future work would explore the latent relationship among sentences and documents to
improve the quality of summaries.
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