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Abstract. Multilingual Visual Question Answering (mVQA) is an extremely challenging
task which needs to answer a question given in different languages and take the context in an
image. This problem can only be addressed by the combination of Natural Language Pro-
cessing and Computer Vision. In this paper, we propose applying a jointly developed model
to the task of multilingual visual question answering. Specifically, we conduct experiments on
a multimodal sequence-to-sequence transformer model derived from the T5 encoder-decoder
architecture. Text tokens and Vision Transformer (ViT) dense image embeddings are inputs
to an encoder then we used a decoder to automatically anticipate discrete text tokens. We
achieved the F1-score of 0.4349 on the private test set and ranked 2nd in the EVJVQA task
at the VLSP shared task 2022. For reproducing the result, the code can be found at github®.

Keywords. Machine reading comprehension, Question answering

1. INTRODUCTION

Visual Question Answering (VQA) is a challenging task that has received increasing
attention from both the computer vision and the natural language processing communities
[1,2], both areas of artificial intelligence use techniques based on machine learning. Visual
question answering is a significantly complex problem because in VQA the form that the
question taken is unknown, as is the set of operations required to answer it. In this sense, it
more closely reflects the challenge of general image understanding. It becomes more difficult
in the VLSP2022-EVJVQA task when applying not only one language but for multilingual
including English, Japanese, and Vietnamese.

Multilingual Visual Question Answering (mVQA) shared task was proposed in the VLSP
2022 evaluation campaign to promote the development of Natural Language Processing and
Computer Vision in multilingual tasks. The shared task published a training corpus of
approximately 30,000 question-answer pairs with images. The task is formalized so that
based on an image and a question about it, an mVQA system can predict correct answers
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Vietnamese:
- Question: co gai mang chiéc 4o mau gi?
- Answer: mau tim

- Question: what color is her dress?
- Answer: purple
Japanese:
- Question: ZOFIIfABDL vV EETVWET
h?
- Answer: N1HLw b

Figure 1: EVJVQA Dataset Example

in several languages. Example questions are shown in Fig. 1. In this paper, we present
our approach to the problem. First, we concatenate the embedding at the last hidden state
text-encoder model (mBERT [3], XML-R [4], and mT5 [5]) and vision feature extraction
model (ViT [6], BeiT [7], and SwinT [8]). Subsequently, the text-decoder model generates
the answer. Further elaboration on this process can be found in Section 3, where additional
details are provided.

The paper is organized as follows: Section 2 provides a review of related works about
the topic. Section 3 presents our proposed method and workflow, which encompasses data
cleaning and preprocessing, feature extraction from the utilized images, and the development
of language-image models leading to our outcome. Section 4 focuses on the experiments
conducted and subsequent analysis. Section 5 concludes the paper by summarizing the
findings and suggesting potential avenues for future research.

2. RELATED WORKS

2.1. Multilingual models

Recent works in sequence-to-sequence models focused on the large-scale and multilin-
gual model, which have brought immense impacts on various downstream tasks, including
Question Answering, Summarization, Translation, etc. Several model architectures have
been trained on other languages not solely on English language text, for example, mT5 [5],
mBART [9], mBERT [3], XLM-R [4] and BLOOM [10] for its variants T5 [11], BART [12],
BERT [13], RoBERTa [14], and GPT3 [15], respectively.

For these achievements, many massively multilingual pre-trained models have brought the
NLP field beyond its borders and attained great applications in many real-world problems.
mBERT [3], which has followed BERT [13] architecture strictly, has trained on the Wikipedia
corpus for 104 languages. XLM-R [4] is a multilingual version of RoBERTa [14] and is an
improved variant of XLM [16]. mT5 [5] is a massively multilingual pre-trained text-to-text
transformer, which leverages T5 [11] to train on a new Common Crawl-based dataset with
up to 101 languages. It has been proven to outperform many multilingual models in a variety
of tasks such as Question Answering and Translation.

T5 [11] is an encoder-decoder pre-trained model, which has trained on both unsupervised
and supervised tasks converted into a text-to-text format. The special thing about the t5
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architecture is that it adds a prefix to a language model that corresponds to allowing fully-
visible masking over the input. They achieve state-of-the-art results on many benchmarks
covering summarization, question answering, text classification, etc.

2.2. Vision transformer

With the advancement of Transformer architecture in the Natural Language Processing
field, this architecture has gradually widespread in other domains. In the computer vision
field, the transformer architecture has been applied directly to sequences of patches and
attained very well on image classification tasks. Vision Transformer - ViT [6] is the first
pre-trained model that has successfully applied Transformer architecture and trained on the
ImageNet [17] dataset. There are many attempts to combine self-attention mechanisms with
CNN architectures, but none have yet been proven effective for large-scale image recognition.
Therefore, classic ResNet [18] architectures were still state-of-the-art back then.

Inspired by the Transformer architecture success, ViT applied this architecture with the
fewest modifications, which considered image patches as word tokens like in NLP and trained
on image classification in a supervised way. When trained on mid-sized datasets, the ViT
model performs discouraging outcome due to a lack of inductive biases inherent to CNN and
lead to not generalizing well. However, it attains outstanding performance when pre-trained
at sufficient amounts of data and transferred to tasks with fewer data points. ViT approaches
have outperformed state-of-the-art approaches on multiple image recognition benchmarks.

2.3. Multilingual visual question answering

As technology progresses, more and more real-world problems are not capable of being
addressed by using solely one modality. Instead, they need collaboration on multimodal so-
lutions. For instance, the visual question-answering task, image captioning task, and optical
character recognition task (OCR) need vision-language (VL) models to be addressed. Many
works for generating datasets for Visual Question Answering (VQA) have been processed
but solely in one language like COCO [19], ViVQA [20]. MS COCO VQA dataset [19] con-
tains 200 thousand, and more than 600 thousand English question-answer pairs which are
manually labeled. ViVQA [20] is collected from a COCO source and uses translation tools
to translate to Vietnamese, then goes through a validation process for checking the dataset.
Another research on leveraging visual rather than textual information [21] is counter to many
language-prior approaches and makes the training process more robust.

There are many approaches to the problem of combining visual and textual modalities
in VQA. In the previous survey study on VQA, the proposals [22] have classified these ap-
proaches based on their mechanisms. The first one is the Joint embedding approach, in
which image representation is extracted using a CNN-like pre-trained model, and text repre-
sentations are obtained with word embeddings feeding to RNN. Then, the joint embedding
goes through a classifier to predict a short answer or a recurrent network just like a decoder
to generate variable-length a sentence. This method is limited by using global image features
to represent visual input, leading to producing irrelevant and noisy information. The second
approach tends to address this problem by applying the Attention mechanism to local image
features from different regions. This approach is reported to have a better improvement over
many models using global image features. The third approach is by using compositional
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models, which connect distinct modules designed for specific capabilities such as memory or
reasoning. Another approach leverages external knowledge bases.

Recently, the authors in [23] introduced Pall, a unified language-image model trained to
perform many tasks including VQA in more than 100 languages. It outperforms many pre-
vious models on visual question-answering benchmarks. Its approach is significantly useful
and scalable for building a Multilingual Visual Question Answering system. The PaLl model
architecture consists of a Transformer encoder for processing input text and a Transformer
decoder for generating output text. It also uses a Vision Transformer model for processing
the image and feeding them to the Transformer decoder as “visual words”. This architec-
ture reuses weights from a uni-model pre-trained model in image and text, which not only
leverages the transfer learning process but also saves computational costs.

3. METHODOLOGY

Our overall system integrates three essential components: Data Preprocessing, Data
Augmentation, and Modeling Architecture. Data Preprocessing ensures the data is cleaned,
and standardized, and language-specific variations are handled. Data Augmentation en-
hances the training data by introducing variations tailored to different question types. The
Modeling Architecture combines text and vision processing, leveraging pre-trained models
to accurately answer questions based on contextual information. By seamlessly connecting
these components, our system optimizes performance and provides robust solutions to the
task at hand.

3.1. Data preprocessing

Convert Data Filtering | Add token

FE“EE““FF —»| Japanese —® (Removing —|language to the
__ il number answer duplicates) | Question.

Fig: Text Data Preprocessing

Figure 2: Text data preprocessing with 4 steps

To extract useful features, we started with some preprocessing steps before putting data
into models, which are outlined below:

We found that the number questions in English and Vietnamese have the answer as a
string, while in Japanese it is usually a number. We convert these types of answers to the
correct format, for example, number two in Japanese into “2” or number six in Japanese
into “6”.

Remove duplicate data from images that have the same question and answer. Addi-
tionally, the data available for an image have one question but multiple answers. With
experience, we remove duplicate questions and keep those with the longest answers.
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Using polyglot to detect language and add a token <lang> for the language of the
question before text-encoder: <[CLS], [lang], [question], [SEP]> .

3.2. Data augmentation

Noise

Blur+Noise

Figure 3: Image data augmentation example with an image in the training dataset

The effectiveness of image augmentation is demonstrated in [24]. This method would
make the training process more robust and enhance performance. In this challenge, we
suggest a strategy for dealing with any type of question.

For example, with a question about the color or the material, techniques that adjust the
color is likely to cause confusion leading to wrong answer. On the other hand, we observe
that there are many questions regarding the position of an object so many techniques such
as flipping, and rotating at a large angle cause confusion leading to learning the wrong
features. For that reason, our strategy is first randomly cropping each side by around 10
of each size, then randomly applying either Gaussian blur or additive Gaussian noise in
Figure 3. Thus, we apply this augmented sequence to each image in each question-answer
pair, with a probability of 50%, which resulted in different levels of augmenting an original
picture for each question-answer pair. This leads to an improvement which is presented in
the next section.

3.3. Modeling architecture

The proposed model architecture, as depicted in Figure 4, is an innovative extension of
the PaLl architecture [23]. The design aims to generate text-based responses that align with
the context provided by an image and a text string, functioning akin to the TH model’s
processing of textual prompts.
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"Vi: Co gai dang
cadm bé hoa mac

do khodc mau giz" [ vector Embeding—‘

[ — concat “Cé gdi mac do

mT5 khodc mau cam”

= —Last hidden stateJ
VIT

Figure 4: Architecture for Vision Question Answering Task

— TN
|token—1 | token-2 | «eeeeenen token-n | (4 ) visual tokens |

maximum length question length output ViT model

Figure 5: Present the combination of feature vectors before passing through the encoder-
decoder model

Initially, the textual query undergoes a transformation in the T5 model’s embedding
layer, resulting in an embedded vector representation. The core of this architecture is a
transformer-based text encoder-decoder [25]. The design leverages the capacity of Transform-
ers to handle various data types, as demonstrated by the incorporation of visual information
into the model.

In the proposed architecture, the text encoder is supplied with visual “tokens” derived
from the output features of a Vision Transformer, which processes the input image. In
contrast to common practice, the Vision Transformer’s output bypasses any pooling be-
fore being forwarded to the encoder-decoder model through cross-attention, preserving the
comprehensive information encapsulated in the visual tokens.

As demonstrated in Figure 5, these vector word tokens and visual tokens are concate-
nated, creating a unique blend of visual and textual data that is then fed into the encoder-
decoder model. This integrated input encapsulates the original image and question, poised
for effective processing and subsequent output generation.

Our experimentation leverages previously trained uni-model checkpoints as a robust foun-
dation. We perform fine-tuning of the text encoder-decoder using pre-trained mT5 [5] mod-
els. Simultaneously, we are conducting trials with various pre-trained vision models, includ-
ing but not limited to ViT [6], Beit [7], and Swin [8] architectures.

This innovative approach synergizes text and image data processing methodologies, of-
fering promising prospects for advancements in image interpretation and contextual under-
standing, contributing to the broader quest for more sophisticated Al models.

4. EXPERIMENT AND ANALYSIS

4.1. Dataset

In our experiment, we used UIT-EVJVQA [26], the first mVQA dataset with three lan-
guages, including English and Vietnamese released by VLSP-2022 Organizers for EVJVQA



A JOINTLY LANGUAGE-IMAGE MODEL FOR MVQA 387

challenge (https://vlsp.org.vn/vlsp2022/eval /evjvqa). This dataset includes question-answer
pairs created by humans on a set of images taken in Vietnam, with the answer created from
the input question and the corresponding image. UIT-EVJVQA consists of about 30K
question-answer pairs for evaluating the mQA models.

Table 1: Overview statistics of the UIT-EVJVQA dataset

Train Public test

Number of data 23775 5015
Number of vi-data 8320 1678
Number of en-data 7194 1686
Number of ja-data 8261 1651

Question length 4,11,46
(min, mean, max)
Answer length 1,6,30
(min, mean, max)

4.2. Evaluation metrics

Two metrics, including F1 and BLEU scores were used for evaluation. In particular,
BLEU is the average score of BLEU-1, BLEU-2, BLEU-3, and BLEU-4 as the evaluation
metric for visual question answering. F1 is calculated from the precision and recall.

4.3. Hyper-parameter setting

We based on statistics of the UIT-EVJVQA dataset on Table 1 to set the hyper-parameters
and strategies for our training. The dataset was divided into a training set and a validation
set using a 10-fold cross-validation method. Given the characteristics of the dataset, k-folds
were grouped by image id. In this sense, data with the same image id were grouped in the
same fold to prevent information leakage into the validation set. AdamW was used for opti-
mization, with a learning rate of 3e-4 and a batch size of 16. A linear scheduler was applied
with a warm-up ratio of 0.2. The weight decay was set to at 0.01 and applied to all layers
except the bias and LayerNorm weights in the AdamW optimizer. The maximum gradient
norm for gradient clipping was also set to 3. The number of training epochs was 15. The

Table 2: Experiment results in BLUE and F1 score on the validation set and public test set
in the model development stage

Model BLEU-dev Fl-dev BLEU-test F1l-test
Vit-base + mT5-base [1] 0.4018 0.4512 0.2409 0.3369
Clip-vit-base + mT5-base 0.3783 0.4194 0.1734 0.2599
Beit-base + mT5-base 0.3924 0.4330 0.2288 0.325

Swin-base + mT5-base 0.3853 0.4281 0.2181 0.3106
[1] + Filter Data 0.3970 0.4557 0.2326 0.3353

[1] + Filter Data + Data Augmentation 0.4082 0.4616 0.2415 0.3459




388 LUAN NGO DINH, et al.

maximum length of questions and answers was set to 70 and truncated if it exceeded this
maximum length.

Our experiments were conducted on a machine with an A100 40GB GPU and 250 GB
RAM.

4.4. Training strategies

Our model was fine-tuned based on the PALI [23] model architecture, which has achieved
state-of-the-art performance in the visual question-answering task on COCO benchmarks
[19]. We used pre-trained models of image processing such as ViT, BeiT, and Swin, and
combined these with the text-to-text T model. Freezing the vision pre-trained model (ViT)
during pretraining has been proven to produce better results, leading to an improvement
in downstream fine-tuning [23]. Subsequently, we fine-tuned the model through incremental
changes to identify methods for improvement.

The decoupled weight decay regularization method was used. Research proposed in [27]
has empirically shown that their version of Adam with decoupled weight decay substantially
outperforms the standard implementation of Adam with L2 regularization in terms of gen-
eralization. They also demonstrated the use of warm restarts for Adam to improve its time
performance.

In addition, the combination of two pre-trained models as encoder and decoder, where
the encoder used the ViLT [28] model and the decoder class utilized models like mBERT and
XLM-R was experimented. However, the performance of these models was not satisfactory.

4.5. Result and analysis

Table 2 compares the effectiveness of different pre-trained models and highlights the
importance of the data utilization process. Our baseline architecture was applied to various
pre-trained models, and the best result in the Visual Question Answering task was achieved
using the ViT model, outperforming the Swin, BeiT, and Clip models. The ViT model
showed superior performance over other pre-trained image models, with a BLEU score of
0.4018 and an F1 score of 0.4512 on the validation set, as well as a BLEU score of 0.2415 and
an F1 score of 0.3459 on the public test set. These results advocate for reusing pre-trained
unimodal models and emphasize their capabilities, while also offsetting the considerable cost
of large-scale training efforts.

Then, the data preprocessing and the model fine-tuning using the ViT model for further
experiments were proceeded. In addition to the hyperparameters presented in the previous
section, text data was also preprocessed and data augmentation techniques were employed
for image data. The results were improved significantly on our validation set, specifically
by 0.0064 points on the BLEU score and 0.0104 points on the F1 score. Our experimental
results showed that data augmentation for images should primarily involve creating noise and
blur while rotating or cropping the images was ineffective because these processes eliminated
positional information. This reflects reality, as the number of questions about left, right,
top, and bottom positions in the dataset is substantial, and rotating the images alters the
position of the objects. These findings demonstrate that reasonable use of data augmentation
for visual input and pre-processing for text input leads to improved performance.
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Table 3: Experiment results in BLUE and F1 score on private test set with 3 submitted
models for EVJVQA challenge

‘ Private-test
Fl-score | BLEU
M1: ViT base 0.4273 0.3797
M2: ViT Large 0.4135 0.3543
M3: Vit base &
Data Augmentation

0.4349 | 0.3868

Table 3 presents the results submitted for the private test set using three types of models:
M1, M2, and M3. The M1 and M2 models share the same parameters, with the only difference
being the hidden layer. While the M1 model employed base versions of the ViT and mT5
models over 15 epochs, the M2 model utilized their larger versions over 10 epochs. It is
evident that training with the base version resulted in higher scores: an increase of 0.0138
in F1 and 0.0257 in BLEU. We found that the larger mT5 model demonstrated better
performance for long text generation. However, as the answer data of the VLSP competition
is relatively short, this led to poorer results on the F1 and BLEU metrics. Additionally,
increasing the number of training epochs also helped the model achieve better results on the
private test set. Ultimately, our best model was the M3 model, which achieved an F1-score
of 0.4349, a BLEU score of 0.3868, and secured 2nd place in the VLSP 2022 competition.
For this model, data augmentation and preprocessing on the training data were performed,
leading to better results than the base model. Despite achieving 2nd place in the VLSP 2022
EVJVQA competition with the M3 model, the results were not outstanding, underscoring
the challenging nature of this task.

5. CONCLUSION AND FUTURE WORK

This paper presents the architecture using joint feature vectors in the language-image
model for the multilingual visual question-answering task at VLSP 2022 — EVJVQA Chal-
lenge. Also, we have demonstrated experimentally using pre-trained models of the Encoder-
Decoder model and ViT model. The exprimental results showed that the combination of T5
and ViT effectively outperformed other models. Additionally, the importance of processing
and augmenting data in this challenge was also discussed.

In the future, the more state-of-the-art models including generative language models such
as FLAN-T5, BLOOM will be experimented. In addition, the more efficient architectures
will be explored to improve performance in this task.
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