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Abstract. This paper introduces an optimal tracking controller for robot manipulators with saturation torques. The robot model is presented as a strict-feedback nonlinear system. Firstly, the position tracking control problem is transformed into the optimal tracking control problem. Subsequently, the saturated optimal control law is designed. The optimal control law is determined through the solution of the Hamilton-Jacobi-Bellman (HJB) equation. We use a reinforcement learning algorithm with only one neural network (NN) to approximate the solution of the equation HJB. The technique of experience replay is used to relax a persistent citation condition. By Lyapunov analysis, the tracking and the approximation errors are uniformly ultimately bounded (UUB). Finally, the simulation on a robot manipulator with saturation torques is performed to verify the efficiency of the proposed controller.
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1. INTRODUCTION

Robot manipulators have brought excellent efficiency in manufacturing, healthcare, and services. Controller designs, aiming to improve performance and reduce costs, have continuously received the attention of researchers [8, 24]. Sliding controllers for the robot manipulators from basic to advanced have been implemented, such as adaptive slide controllers [1], terminal slide controllers [5], third-order slide controllers [13], and fixed-time slide controllers [25]. Chwa et al. [2] proposed a sliding controller combined with a system identifier and disturbance observer. A terminal slide controller combined with the backstepping controller was used in [17, 21]. Intelligent controllers combined with advanced controllers have also been implemented, such as an adaptive fuzzy sliding controller [20], an adaptive fuzzy backstepping controller [27], and a terminal slide mode controller combined with a radial basic function (RBF) neural network (NN) controller [4].
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In practice, the actuators are constrained by the saturation torque, which results in reduced control efficiency or instability. Wei et al. [3] proposed an efficient impedance controller based on the Lyapunov function to solve the input saturation problem. Ling et al. [10] designed an adaptive fuzzy dynamic surface controller in which the smooth function was used with the mean value theorem to solve the difficulties related to input saturation. Yang et al. [22] proposed a bounded barrier Lyapunov function and have designed an auxiliary system to suppress the input saturation effect. In [28], a NN controller combined with the backstepping technique was proposed to apply to robot manipulators with input saturation. The controllers proposed in [3, 10, 22, 28] have effectively solved the input saturation problem for the robot manipulators; however, optimal control has not been presented.

The optimal control problem’s solution depends on the HJB equation’s solution. Reinforcement learning and NN have been proper methods to approximate online HJB equation solutions [18, 23]. The optimal control for the robot manipulators was proposed in [6, 7, 12]. The algorithm in [6] used 2 NNs, which increased the computational cost. In [14–16], the saturated optimal tracking controller was designed using RL with only one NN. They implemented the proposed algorithm through experiments on a mobile robot [14] and a PMSM system [16]. For robot manipulators with input constraints, Zhao et al. [26] proposed an optimal controller based on RL in discrete time. To the best of our knowledge, the saturated optimal tracking controller has not been resolved for the robot manipulators in continuous time.

From the above analysis, we design an optimal tracking controller for robot manipulators with input constraints based on an RL method using a NN. The contributions of this paper include the following.

1. The dynamics of the robot manipulator are represented as a strict-feedback nonlinear system with saturation inputs. The feedforward control inputs are proposed. Then the tracking control problem is transformed into an optimal control problem.

2. The cost function of the saturation system is proposed. The solution of the HJB equation determines the saturation optimal control law. Therefore, in this paper, we use a reinforcement learning algorithm with only one NN instead of 2 [6, 18] to approximate the solution of the HJB equation. Furthermore, the experience replay is applied when updating the NN parameters to relax a persistent citation condition.

The structure of the paper is organized as follows. The robot manipulators’ dynamics and the system transformation problem are presented in Section 2. In Section 3, based on the transformed problem, the saturated optimal control law is designed. In Section 4, the simulation results are shown. Some conclusions are made in section 5.

2. DYNAMICS OF THE ROBOT MANIPULATOR AND SYSTEM TRANSFORMATION

This section presents the robot manipulator dynamics model and proposes a feedforward controller to convert the tracking control problem into the optimal control problem.
2.1. Dynamics of the robot manipulator

Consider a model of robot manipulator Euler – Lagrange systems [8] with the dynamic equation presented as

$$D(\varphi)\ddot{\varphi} + H(\varphi, \dot{\varphi})\dot{\varphi} + G(\varphi) = \tau,$$  \hspace{1cm} (1)

where $\varphi = [\varphi_1, \varphi_2, \ldots, \varphi_n] \in \mathbb{R}^{n \times 1}$ is the angular position vector, $\dot{\varphi} = [\dot{\varphi}_1, \dot{\varphi}_2, \ldots, \dot{\varphi}_n] \in \mathbb{R}^{n \times 1}$ is the angular velocity vector, and $\ddot{\varphi}$ is the angular acceleration vector. The inertia matrix $D(\varphi) \in \mathbb{R}^{n \times n}$ is symmetric positive definite, $H(\varphi, \dot{\varphi}) \in \mathbb{R}^{n \times n}$ is the Coriolis-centripetal matrices, and $G(\varphi) \in \mathbb{R}^{n \times 1}$ is the dynamic friction. $\tau = [\tau_1, \tau_2, \ldots, \tau_n] \in \mathbb{R}^{n \times 1}$ is the control input vector, which is bounded by $\rho$, i.e., $\|\tau\| \leq \rho$.

**Property 1.** There exist positive constants $b_D$, $b_H$, and $b_G$ such that $\|D^{-1}(\varphi)\| \leq b_D$, $\|H(\varphi, \dot{\varphi})\| \leq b_H$, and $\|G(\varphi)\| \leq b_G$.

By defining $v = \dot{\varphi}$, dynamics (1) is rewritten as a strict-feedback nonlinear system as follows

$$\begin{align*}
\dot{\chi}_\varphi &= F_v(\chi_\varphi) + g_v(\chi_\varphi)\chi_v \\
\dot{\chi}_v &= F_v(\chi_\varphi, \chi_v) + g_v(\chi_\varphi, \chi_v)\tau,
\end{align*}$$  \hspace{1cm} (2)

where $\chi_\varphi = \varphi$, $\chi_v = v$, $F_v(\chi_\varphi) = \mathbf{0}_{n \times 1}$, $g_v(\chi_q) = I_n$, $f_v(\chi_\varphi, \chi_v) = -D^{-1}(\varphi)(H(\varphi, \dot{\varphi})v + G(\varphi)) \in \mathbb{R}^{n \times 1}$, and $g_v(\chi_\varphi, \chi_v) = D^{-1}(\varphi) \in \mathbb{R}^{n \times n}$.

**Remark 1.** From Properties 1, one has $\|F_v(\chi_\varphi, \chi_v)\| \leq b_{F_v}$, $\|g_v(\chi_\varphi, \chi_v)\| \leq b_{g_v}$, where $b_{F_v}$ and $b_{g_v}$ are known positive constants.

Define $\chi_{\varphi d}$ as the reference position trajectory, and tracking error $z_\varphi = \chi_\varphi - \chi_{\varphi d}$. The control objective is to find feedback control laws for the system (2), such that $\lim_{t \to \infty} z_\varphi(t) \to 0$. Furthermore, a defined tracking cost function related to tracking errors and control inputs is minimized.

2.2. System transformation

The problem of optimal controller design is easily accomplished with an affine nonlinear system. Therefore, this section presents the steps to convert system (2) to the equivalent affine nonlinear system by applying the backstepping technique [23].

We first define the new variables as follows: $\chi_{vd} = \chi_{vd}^s + \chi_{vd}^a$, $\tau = \tau^s + \tau^a$, where $\chi_{vd}$ is the augmented pseudo-control input vector, $\chi_{vd}^s = [\chi_{vd1}^s, \ldots, \chi_{vdsn}^s]^T$ will be the saturated virtual optimal control input designed in the next section, $\chi_{vd}^a$ is the feedforward virtual control input, $\tau^s$ is the real control input vector, $\tau^s = [\tau_1^s, \ldots, \tau_n^s]^T$ will be the saturated optimal feedback control input designed in the next section, $\tau^a = [\tau_1^a, \ldots, \tau_n^a]^T$ is the feedforward control input.

Taking the derivative $z_\varphi$ and $z_v$, we get

$$\begin{align*}
\dot{z}_\varphi &= -\dot{\chi}_{\varphi d} + g_v(\chi_\varphi)\chi_{vd}^s + g_v(\chi_\varphi)\chi_{vd}^a + g_v(\chi_\varphi)z_v \\
\dot{z}_v &= -\dot{\chi}_{vd} + F_v(\chi_\varphi, \chi_v) + g_v(\chi_\varphi, \chi_v)\tau^s + g_v(\chi_\varphi, \chi_v)\tau^a.
\end{align*}$$  \hspace{1cm} (3)
Proof. Consider a Lyapunov function for system (7) as follows:

\[
\begin{align*}
\chi^a_{vd} &= g^{-1}_v(\chi_v)\left(\Lambda_1 z_v + \dot{\chi}_{vd} + f_v(z_v)\right) \\
\tau^a &= g^{-1}_v(\chi_v)\left(F_v(z_v, z_v) + \dot{\chi}_{vd} - F_v(\chi_v, \chi_v) - g^T_v(\chi_v)z_v - \Lambda_2 z_v\right),
\end{align*}
\]

where \(z_v = \dot{\chi}_v - \chi_{vd}, \chi^a_{vd}\) and \(\tau^a\) are limited by \((\rho - \sigma \tanh(1))\), i.e.,

\[
\begin{align*}
||\chi^a_{vd}|| &\leq \rho - \sigma \tanh(1) \\
||\tau^a|| &\leq \rho - \sigma \tanh(1),
\end{align*}
\]

where \(0 < \sigma < \rho\).

Substituting (4) into (3), the tracking error dynamics become

\[
\begin{align*}
\dot{z}_v &= \dot{F}_v(z_v, z_v) + g_v(\chi_v)\chi^a_{vd} + g_v(\chi_v)z_v \\
\dot{z}_u &= \dot{F}_u(z_v, z_v) + g_u(\chi_v, \chi_v)\tau^a - g^T_u(\chi_v)z_v,
\end{align*}
\]

where \(\dot{F}_v(z_v, z_v) = F_v(z_v) + \Lambda_1 z_v, \dot{F}_u(z_v, z_v) = F_u(z_v, z_v) - \Lambda_2 z_v\).

Lemma 1. Consider the following error dynamics

\[
\dot{z} = \dot{F}_v(z_v, z_v) + g_v(\chi_v, \chi_v)\mu^a,
\]

where \(z = \begin{bmatrix} z_v^T, z_u^T \end{bmatrix}^T \in \mathbb{R}^{2n \times 1}, \dot{F}_v(z_v, z_v) = \begin{bmatrix} \dot{F}_v(z_v, z_v), \dot{F}_u(z_v, z_v) \end{bmatrix}^T \in \mathbb{R}^{2n \times 1}, \)

\(g_v(\chi_v, \chi_v) = \text{diag}[g_v(\chi_v), g_u(\chi_v, \chi_v)] \in \mathbb{R}^{2n \times 2n}, \mu^* = \begin{bmatrix} \chi^a_{vd}, \tau^a \end{bmatrix}^T \in \mathbb{R}^{2n \times 1}, \)

\(\mu_a = \begin{bmatrix} \chi^a_{vd}, \tau^a \end{bmatrix}^T \in \mathbb{R}^{2n \times 1}, \mu^* = \begin{bmatrix} \chi^a_{vd}, \tau^a \end{bmatrix}^T = \mu^* + \mu_a \in \mathbb{R}^{2n \times 1}.\) Suppose the saturated optimal tracking control law \(u^*\) is designed to stabilize the system (T). In that case, the optimal tracking control problem for system (2) and the optimal control problem for system (7) are equivalent.

Proof. Consider a Lyapunov function for system (7) as follows

\[
L_1 = \frac{1}{2}z_v^T z_v + \frac{1}{2}z_u^T z_u.
\]

Taking derivative (8) along trajectories of (6), one obtains

\[
\dot{L}_1 = z_v^T \dot{F}_v(z_v, z_v) + z_v^T g_v(\chi_v)\chi^a_{vd} + z_v^T g_v(\chi_v)z_v + z_u^T \dot{F}_u(z_v, z_v) + z_u^T g_u(\chi_v, \chi_v)\tau^a
\]

\[
- z_v^T g^T_v(\chi_v)z_v = z_v^T (\dot{F}_v(z_v, z_v) + g_v(\chi_v)\chi^a_{vd}) + z_u^T (\dot{F}_u(z_v, z_v) + g_u(\chi_v, \chi_v)\tau^a)
\]

\[
= z^T (\dot{F}_v(z_v, z_v) + g_v(\chi_v, \chi_v)\mu^*).
\]

On the other hand, for system (7), consider a Lyapunov function as

\[
\dot{L}_2 = \frac{1}{2}z^T z.
\]
Taking derivative (10), one obtains
\[ \dot{L}_2 = \frac{1}{2} z^T (\bar{F}_{\varphi v}(z_{\varphi}, z_v) + g_{\varphi v}(\chi_{\varphi}, \chi_v) \mu^*). \] (11)

Comparing (9) with (11), it can be seen that if the control law \( u^* \) makes the system (7) stable, i.e., \( \dot{L}_2 < 0 \), then \( \dot{L}_1 < 0 \), therefore, the closed system (2) is also stable. In other words, the optimal tracking problem for the system (2) is transformed into the optimal control problem for the system (7).

The proof is completed. \[ \blacksquare \]

Remark 2. From (4), it can be seen that if the optimal control input vector \( \tau^* \) is designed to satisfy the constraint \( \| \tau^* \| \leq \sigma \), then the control input vector \( \tau \) satisfies the constraint \( \| \tau \| \leq \rho \).

3. OPTIMAL TRACKING CONTROL

In this section, we analyze and design the optimal control law for system (7) with input constraint, such that the tracking error is stable. Furthermore, the cost function is minimized, where the cost function is suggested as
\[ J(z) = \int_t^\infty (z^T \Theta z + \Omega(\mu)) dt, \] (12)
where \( \Theta \) is a positive definite matrix, \( \mu \) is an approximation of \( \mu^* \) at each given time, and \( \Omega(\mu) \geq 0 \) is the energy cost function. Then the problem of optimal tracking control for system (2) is solved by Lemma 1.

Consider system (7) with the cost function defined as (12). For input constraints, one choice for \( \Omega(\mu) \) is [19]
\[ \Omega(\mu) = 2\rho \int_0^\mu \tanh^{-T}(s/\rho) R ds, \] (13)
where \( R = \text{diag}(r_1, ..., r_{2n}) > 0 \). To facilitate the calculation and implementation of the proposed algorithm, we transform equation (13) as follows:
- Firstly, using integral by parts (13), we get
\[ \Omega(\mu) = 2\rho \tanh^{-T} \left( \frac{s}{\rho} \right) R s + \Omega_1(\mu), \] (14)
where \( \Omega_1(\mu) = -2\rho R \int_0^\mu s \gamma ds, \quad \gamma = \frac{\partial \tanh^{-T}(s/\rho)}{\partial s}. \)
- Next, defining \( \kappa = \tanh^{-T}(s/\rho) \rightarrow s = \rho \tanh(\kappa) \), \( \Omega_1(\mu) \) becomes
\[ \Omega_1(\mu) = -2\rho^2 R \int_0^{\tanh^{-T}(\mu/\rho)} \tanh(\kappa) d\kappa. \] (15)
Defining \( \beta = \tanh(\kappa) \), \( d\kappa = \frac{d\beta}{1-\tanh^2(\kappa)} = \frac{d\beta}{1-\beta^2} \), where \( \bar{I} = [1, 1, \cdots, 1]^T \), (15) is rewritten as

\[
\Omega_1(\mu) = -2g^2 R \int_0^{\mu/\rho} \frac{\beta}{1-\beta^2} d\beta = g^2 R \ln \left( 1 - \left( \frac{\mu}{\rho} \right)^2 \right). \tag{16}
\]

Substituting (16) into (14), \( \Omega(\mu) \) becomes

\[
\Omega(\mu) = 2\rho \tanh^{-1} \left( \frac{\mu}{\rho} \right) R\mu + g^2 R \ln \left( 1 - \frac{\mu^2}{\rho^2} \right). \tag{17}
\]

Using differential (12) along the system trajectories (7), we get the following Bellman equation

\[
z^T \Theta z + \Omega(\mu) + \nabla J^T(z)(F_{\varphi\psi}(z_\varphi, z_\psi) + g_{\varphi\psi}(\chi_\varphi, \chi_\psi)\mu) = 0, \tag{18}
\]

where \( \nabla J(z) = \partial J(z)/\partial z \). The Hamilton function for the system (7) is defined as

\[
H(z, \mu, \nabla J^*(z)) = z^T \Theta z + \Omega(\mu) + \nabla J^T(z)(F_{\varphi\psi}(z_\varphi, z_\psi) + g_{\varphi\psi}(\chi_\varphi, \chi_\psi)\mu). \tag{19}
\]

Let \( J^*(z) \) be the optimal cost function, which is defined as

\[
J^*(z) = \min_{\mu} J(z). \tag{20}
\]

Define the optimal Hamilton function as follows

\[
H(z, \mu, \nabla J^*(z)) = z^T \Theta z + \Omega(\mu) + \nabla J^T(z)(F_{\varphi\psi}(z_\varphi, z_\psi) + g_{\varphi\psi}(\chi_\varphi, \chi_\psi)\mu). \tag{21}
\]

The HJB equation is presented as

\[
H(z, \mu^*, \nabla J^*(z)) = z^T \Theta z + \Omega(\mu^*) + \nabla J^T(z)(F_{\varphi\psi}(z_\varphi, z_\psi) + g_{\varphi\psi}(\chi_\varphi, \chi_\psi)\mu^*) = 0, \tag{22}
\]

where \( \nabla J^*(z) = \partial J^*(z)/\partial z \). Applying \( \frac{\partial H(z, \mu, \nabla J^*(z))}{\partial \mu} = 0 \) to (19), we derive the saturated optimal control law as follows

\[
\mu^* = \arg \min_{\mu} H(z, \mu, \nabla J^*(z)) = -\rho \tanh \left( \frac{1}{2\rho} R^{-1} g_{\varphi\psi}(\chi_\varphi, \chi_\psi) \nabla J^*(z) \right). \tag{23}
\]

To solve the optimal control problem, one solves the HJB equation (22), then determines the saturated optimal control law \( \mu^* \) as (27). In this paper, we solve the HJB equation using RL and NN. \( J^*(z) \) is approximated as follows

\[
J^*(z) = W^T \zeta(z) + \epsilon(z), \tag{24}
\]

\[
\nabla J^*(z) = W^T \frac{\partial \zeta(z)}{\partial z} + \frac{\partial \epsilon(z)}{\partial z} = W^T \nabla \zeta + \nabla \epsilon, \tag{25}
\]

where \( W \in \mathbb{R}^H \) is the NN weight vector, \( \zeta(z) : \mathbb{R}^n \to \mathbb{R}^H \) is the NN activation function vector with \( \zeta(0) = 0 \), \( H \) is the number of neurons in the hidden layer, \( \epsilon(z) \) is the NN approximation error.
Assumption 1. One can choose \( \zeta (z) \) to be a linearly independent basis set with quadratic, \( \tanh \), or sigmoid elements to satisfy \( \| \zeta (z) \| \leq b_\zeta, \| \nabla \zeta \| = \| \partial \zeta (z)/\partial z \| \leq s_{\nabla \zeta}, \| \epsilon (z) \| \leq b_\epsilon, \| \nabla \epsilon \| = \| \partial \epsilon (z)/\partial z \| \leq s_{\nabla \epsilon} \), where \( b_\zeta, b_{\nabla \zeta}, b_\epsilon, \) and \( b_{\nabla \epsilon} \) are positive constants \([16]\).

Substituting (25) into (22), the equation HJB is rewritten as
\[
H (z, \mu^*, W^T \nabla \zeta) = z^T \Theta z + \Omega (\mu^*) + W^T \nabla \zeta (f_{\varphi v}(z, u) + g_{\varphi v}(\chi, \chi) \mu^*) - \epsilon_H = 0,
\]
where \( \epsilon_H = - \nabla \epsilon (f_{\varphi v}(z, u) + g_{\varphi v}(\chi, \chi)). \)

By the weight vector (24) is unknown, \( J^*(z) \) is approximated by
\[
\hat{J} (z) = \hat{W}^T \zeta (z),
\]
where \( \hat{W} \in \mathbb{R}^H. \) The control law (23) is rewritten as
\[
\hat{\mu} = - \rho \tanh \left( \frac{1}{2 \rho} R^{-1} g^T_{\varphi v}(\chi, \chi) \nabla \zeta ^T \hat{W} \right). \tag{28}
\]

Substituting (27) into (22), the HJB equation (22) is rewritten as
\[
\dot{H} (z, \hat{\mu}, \hat{W}^T \nabla \zeta) = z^T \Theta z + \Omega (\mu) + \hat{W}^T \nabla \zeta (f_{\varphi v}(z, u) + g_{\varphi v}(\chi, \chi) \hat{\mu}) = \epsilon_1,
\]
where \( \epsilon_1 = - \hat{W}^T \nabla \zeta (f_{\varphi v}(z, u) + g_{\varphi v}(\chi, \chi) \hat{\mu}) + \epsilon_H \) and \( \hat{W} = W - \hat{W}. \)

The weight update law \( \hat{W} \) is designed to minimize the squared error of \( E = \frac{1}{2} \epsilon_1^T \epsilon_1. \) Apply the algorithm Normalized gradient descent \( \dot{W} = - \alpha \frac{\partial E}{\partial \hat{W}} \) and the technique of experience replay (namely concurrent learning (CL)) \([11, 19]\), the weight update law \( \hat{W} \) is proposed as follows:

- If \( z^T (f_{\varphi v}(z, u) + g_{\varphi v}(\chi, \chi) \hat{\mu}) < 0 \), then
  \[
  \dot{W} = - \alpha \frac{\eta}{(\eta^T \eta + 1)^2} \left( \eta^T \hat{W} + z^T \Theta z + \Omega (\hat{\mu}) \right)
  - \alpha \sum_{i=1}^P \frac{\eta (t_i)}{(\eta (t_i)^T \eta (t_i) + 1)^2} \left( \eta (t_i)^T \hat{W} + z (t_i)^T \Theta z (t_i) + \Omega (\hat{\mu} (t_i)) \right). \tag{30}
  \]

- If \( z^T (f_{\varphi v}(z, u) + g_{\varphi v}(\chi, \chi) \hat{\mu}) \geq 0 \), then
  \[
  \dot{W} = - \alpha \frac{\eta}{(\eta^T \eta + 1)^2} \left( \eta^T \hat{W} + z^T \Theta z + \Omega (\hat{\mu}) \right)
  - \alpha \sum_{i=1}^P \frac{\eta (t_i)}{(\eta (t_i)^T \eta (t_i) + 1)^2} \left( \eta (t_i)^T \hat{W} + z (t_i)^T \Theta z (t_i) + \Omega (\hat{\mu} (t_i)) \right) + \alpha_2 \frac{1}{2} \nabla \zeta G z. \tag{31}
  \]

where \( \eta = \nabla \zeta (f_{\varphi v}(z, u) + g_{\varphi v}(\chi, \chi) \hat{\mu}), G = g_{\varphi v}(\chi, \chi) R^{-1} g^T_{\varphi v}(\chi, \chi), \alpha_1 > 0, \alpha_2 > 0. \) The past data is recorded and stored in \( \{ \eta (t_i) \}_{i=1}^P \) and \( \{ r (t_i) \}_{i=1}^P \), where \( r (t_i) = z^T \Theta z + \Omega (\hat{\mu}). \) Note that \( \{ \eta (t_i) \}_{i=1}^P \) must be linearly independent, i.e., rank \( (\eta (t_1), \eta (t_2), \ldots, \eta (t_P)) = H, \) the number of selected is \( P \geq H \) \([19]\).
Theorem 1. Consider the error dynamics to be defined by (12) with input constraint, the HJB equation is given by (22), and the saturated optimal control law is given by (23). Let the saturated optimal control law is approximated by NN (28), where the NN weights are tuned online by (30) and (31). Then, the tracking errors and the approximation error are UUB stable. Furthermore, the value function (27) and the control law (28) converge to the near-optimal value, i.e., \( \| J^*(z) - \hat{J}(z) \| \leq b_J, \| \mu^* - \hat{\mu} \| \leq b_\mu \), where \( b_J \) and \( b_\mu \) are small positive constants.

Proof. Consider the Lyapunov function for system (7) as follows

\[
J_3 = \frac{1}{2} \alpha_2 z^T z + \frac{1}{2} \text{trace} \left( \hat{W}^T \hat{W} \right) = J_{31} + J_{32}.
\]  

Taking the derivative of \( J_3 \) with respect to time, one obtains

\[
\dot{J}_3 = \alpha_2 z^T \dot{z} + \hat{W}^T \dot{\hat{W}} = \alpha_2 z^T (f_{\varphi \nu}(z_\varphi, z_\nu) + g_{\varphi \nu}(\chi_\varphi, \chi_\nu) \hat{\mu}) + \hat{W}^T \dot{\hat{W}}. \tag{33}
\]

Firstly, the tuning law (30) is considered. By \( \alpha_2 z^T (f_{\varphi \nu}(z_\varphi, z_\nu) + g_{\varphi \nu}(\chi_\varphi, \chi_\nu) \hat{\mu}) < 0 \), it is easy to see that \( \exists \lambda_0 > 0 \) such that

\[
\alpha_2 z^T (f_{\varphi \nu}(z_\varphi, z_\nu) + g_{\varphi \nu}(\chi_\varphi, \chi_\nu) \hat{\mu}) < -\alpha_2 \lambda_0 \| z \|. \tag{34}
\]

The weight approximation error dynamics can be written as

\[
\dot{\hat{W}} = -\alpha_1 \xi \left( \eta^T \hat{W} - \epsilon_H \right) - \alpha_1 \sum_{i=1}^{P} \xi(t_i) \left( \eta^T(t_i) \hat{W} - \epsilon_H(t_i) \right), \tag{35}
\]

where \( \xi = \frac{\eta}{(\eta^T \eta + 1)^2} \). Taking the derivative \( J_{32} \) along (35), one obtains

\[
\dot{J}_{32} = -\alpha_1 \hat{W}^T \Gamma \hat{W} + \alpha_1 \hat{W}^T \left( \epsilon_H + \sum_{i=1}^{P} \xi(t_i) \epsilon_H(t_i) \right), \tag{36}
\]

where \( \Gamma = \xi \eta^T + \sum_{i=1}^{P} \xi(t_i) \eta^T(t_i) > 0 \). Using Young’s inequality, we have

\[
\dot{J}_{32} \leq -\lambda_{\text{min}}(\Gamma) \| \hat{W} \|^2 + \| \hat{W} \|^2 \frac{\alpha_1^2 \epsilon_H^2}{4} + \| \hat{W} \|^2 \sum_{i=1}^{P} \xi(t_i) \eta^T(t_i) + \frac{\alpha_1^2 P \epsilon_H^2}{4} \tag{37}
\]

where \( \lambda(.) \) is an eigenvalue of the matrix and \( \epsilon_{Hm} \) is the upper bound of \( \epsilon_H \). From (34) and (37), we have

\[
\dot{J}_3 \leq -\alpha_2 \lambda_0 \| z \| - \psi_1 \| \hat{W} \|^2 + \psi_2, \tag{38}
\]

where \( \psi_1 = (\alpha_1 - 1) \lambda_{\text{min}}(\Gamma), \psi_2 = \frac{\alpha_1^2}{4} (P + 1) \epsilon_H^2 \) and \( \alpha_1 > 1 \). The Lyapunov derivative is negative if

\[
\| z \| > \frac{\psi_2}{\alpha_2 \lambda_0} = \tilde{b}_z, \tag{39}
\]

\[
\| \hat{W} \| > \sqrt{\frac{\psi_2}{\psi_1}} = \tilde{b}_\hat{W}. \tag{40}
\]
Next, the tuning law (31) is considered. \( \hat{\mathcal{J}}_{31} \) is rewritten as

\[
\hat{\mathcal{J}}_{31} = \alpha_2 z^T \mathbf{F}_{\varphi \psi}(z_{\varphi}, z_{\psi}) + \alpha_2 z^T g_{\varphi \psi}(x_{\varphi}, x_{\psi}) \dot{\mu} - \frac{1}{2} \alpha_2 z^T \mathbf{G} \nabla \psi^T \dot{\mathbf{w}}.
\]

(41)

According to Property 1, \( \alpha_2 z^T \mathbf{F}_{\varphi \psi}(z_{\varphi}, z_{\psi}) \) is bounded by \(-\psi_3\|z\|^2\), i.e.,

\[
\alpha_2 z^T \mathbf{F}_{\varphi \psi}(z_{\varphi}, z_{\psi}) < -\psi_3\|z\|^2,
\]

where \( \psi_3 = \alpha_2 b_F \), \( b_F \) is the upper bound of \( \mathbf{F}_{\varphi \psi}(z_{\varphi}, z_{\psi}) \). Then, \( \hat{\mathcal{J}}_3 \) becomes

\[
\hat{\mathcal{J}}_3 \leq -\psi_3 \left( \|z\| - \frac{\psi_4}{2\psi_3} \right)^2 - \psi_1 \|\dot{\mathbf{w}}\|^2 + \psi_2 + \frac{\psi_4^2}{4\psi_3^2},
\]

(43)

where \( \psi_4 = \frac{1}{2} \alpha_2 b_G \|\mathbf{w}\|\|\mathbf{G}\| \leq b_G \). The Lyapunov derivative is negative if

\[
\|z\| > \sqrt{\frac{\psi_4^2 + \psi_4^2}{4\psi_3^4} + \frac{\psi_4}{2\psi_3}} = \tilde{b}_z,
\]

(44)

\[
\|\dot{\mathbf{w}}\| > \sqrt{\frac{\psi_4^2 + \psi_4^2}{4\psi_3^4} - \frac{\psi_4}{4\psi_3^2}} \tilde{b}_w.
\]

(45)

From (39), (40), (44), and (45), it can be concluded that if \( \|z\| \) or \( \|\dot{\mathbf{w}}\| \) exceeds a compact set \( b_z \) or \( b_w \), then \( \hat{\mathcal{J}}_3 < 0 \), where \( b_z = \max \left( \frac{\psi_4}{2\psi_3} \tilde{b}_z \right) \) and \( b_w = \max \left( \frac{\psi_4}{4\psi_3^2} \tilde{b}_w \right) \). Therefore, the tracking and NN errors are UUB stable [9].

From (23), (24), (27), and (28), it can be seen that \( \hat{\mathcal{J}}(z) \), \( \dot{\mu} \) converge to the near-optimal values, i.e., \( \|\mathcal{J}^*(z) - \hat{\mathcal{J}}(z)\| \leq b_w \|\mathbf{v}_c\| + b_d = b_f \), and \( \|\mu^* - \dot{\mu}\| \leq \lambda_{\text{min}}(R) g_{\varphi\psi} \max (b_w \|\mathbf{v}_c\| + b_{\varphi\psi}) = b_\mu \), with \( b_f \geq 0 \), \( b_\mu \geq 0 \). One chooses \( \alpha_1 \) and \( \alpha_2 \) appropriately to achieve the desired convergence quality.

The proof is completed.

\[\blacksquare\]

4. SIMULATIONS

In this section, the efficiency of the saturated optimal tracking controller (SOTC) is verified by simulation. The updating of the weights of the NN using only PE (persistence of excitation) is performed to show the effect of using CL.

Consider a two-link robot manipulator [12] with saturation torques, the matrices of the dynamics equation are

\[
D(\varphi) = \begin{bmatrix}
\varphi_1 + 2\varphi_3 \cos(\varphi_2) & \varphi_2 + \varphi_3 \cos(\varphi_2) \\
\varphi_2 + \varphi_3 \cos(\varphi_2) & \varphi_2 \\
\end{bmatrix},
\]

\[
H(\varphi, \dot{\varphi}) = \begin{bmatrix}
-\varphi_3 \sin(\varphi_2) \dot{\varphi}_2 & -\varphi_3 \sin(\varphi_2)(\dot{\varphi}_1 + \dot{\varphi}_2) \\
\varphi_3 \sin(\varphi_2) \dot{\varphi}_1 & 0 \\
\end{bmatrix},
\]

\[
G(\varphi) = \begin{bmatrix}
8.45 \tanh(\dot{\varphi}_1) \\
2.35 \tanh(\dot{\varphi}_2) \\
\end{bmatrix},
\]

(46)

where \( \varphi_1 = 3.473 \text{ kgm}^2 \), \( \varphi_2 = 0.196 \text{ kgm}^2 \), \( \varphi_3 = 0.242 \text{ kgm}^2 \), the control input vector \( \tau = [\tau_1, \tau_2]^T \) is bounded by \( \|\tau\| \leq 4 \text{ N.m} \). Let \( \mathbf{E} = (X, Y) \) be the coordinates of the manipulator’s end-effector in the workspace and \( \mathbf{E}_d = (X_d, Y_d) \) be the desired coordinates.
Figure 1: Evolution of NN weights in the case of using only PE.

Figure 2: Evolution of NN weights in the case of using CL.

Figure 3: The position of the first joint

Figure 4: The position of the second joint

The desired path of $E_d$ is given as follows

\[
\begin{align*}
X_d &= 1 + 0.5 \sin(0.5t + \frac{\pi}{2}) \\
Y_d &= 1 + 0.5 \cos(0.5t + \frac{\pi}{2}) \\
\end{align*}
\]  \hfill (47)

The reference position trajectory $\chi_{\varphi d}$ is determined by the inverse kinematics equation, i.e.,

\[
\begin{align*}
\chi_{\varphi d2} &= \arccos \frac{X_d^2 + Y_d^2 - l_1^2}{2l_1l_2} \\
\chi_{\varphi d1} &= \arctan \frac{Y_d}{X_d} - \arctan \frac{l_2 \sin(\chi_{\varphi d2})}{l_1 + l_2 \cos(\chi_{\varphi d2})} \\
\end{align*}
\]  \hfill (48)

where $l_1 = l_2 = 1$ m. The initial position and velocity values are chosen as $\varphi(0) = [0.5, -0.5]^T$, $\dot{\varphi}(0) = [0, 0]^T$.

We choose the SOTC parameters as follows: $\Lambda_1 = \Lambda_2 = \text{diag}[1, 1]$, the activation function is determined as the Kronecker product quadratic polynomial basis vector, i.e., $\varsigma(z) = [z_1^2, z_2^2, z_3^2, z_4^2, z_5^2, z_6^2, z_7^2, z_8^2, z_9^2, z_{10}^2, z_{11}^2, z_{12}^2, z_{13}^2, z_{14}^2, z_{15}^2, z_{16}^2, 1, 1, 1, 1, 1]$, $\Theta = I \in \mathbb{R}^{4 \times 4}$, $R = 1$, $\alpha_1 = 50$, $\alpha_2 = 0.01$, $\sigma = 0.6$, $\rho = 4$, initial values for the weights of NN are zeros. The PE condition is applied by adding noise

\[
PE = 0.5(\sin^2(t) \cos(t) + \sin^2(2t) \cos(0.1t) + \sin^2(1.2t) \cos(0.5t) + \sin^5(t) + \sin^2(1.12t)
+ \cos(2.4t) \sin^5(2.4t)),
\]
to the control inputs. Simulation time is $t = 100$ s with a sampling period of $T = 0.01$ s.

We perform SOTC simulation in case of using only PE condition with $0 \leq t \leq 80$ s. In this case, the results of the weights NN are illustrated in Figure 1, showing that the weights get stuck in a local minimum [19]. It isn’t easy to obtain convergent weights using only PE. On the other hand, using PE for a long time affects the actuators and is challenging to implement in practice. SOTC only uses the PE condition for the first 0.4 s, then uses CL with the data stack size as $P = 20$. Figure 2 illustrates the convergence of the NN weights of the SOTC. The weights of NN converge to the optimal values $W = [0.4303, -0.6671, -0.148, 0.0157, 1.14, -0.0216, 0.1913, 0.0074, 0.0284, 0.0157]^T$. Figures 3, 4, and 5 show the position of the joints and the tracking errors. After the algorithm converges, the tracking errors are approximately $10^{-3}$. SOTC provides the saturated optimal control inputs value, as shown in Figure 6, the feedforward control inputs value, as shown in Figure 7, and the control inputs value, as shown in Figure 8. It can be seen that the control inputs are within the saturation limit. The result of the actual path of $E$ is shown in Figure 9, where the actual path of $E$ is determined by the forward kinematics equation, i.e.,

$$
\begin{align*}
    X &= l_1 \cos(\chi_{\varphi 1}) + l_2 \cos(\chi_{\varphi 1} + \chi_{\varphi 2}) \\
    Y &= l_1 \sin(\chi_{\varphi 1}) + l_2 \sin(\chi_{\varphi 1} + \chi_{\varphi 2}).
\end{align*}
$$  \tag{49}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure5.png}
\caption{The position tracking errors}
\end{figure}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure6.png}
\caption{The saturated optimal control inputs}
\end{figure}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure7.png}
\caption{The feedforward control inputs}
\end{figure}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure8.png}
\caption{The control torques}
\end{figure}
Next, we simulate a comparison with an optimal tracking controller (OTC) proposed in [7]. Select the parameters for the OTC as follows: \( Q = I \in \mathbb{R}^{4 \times 4} \), \( R = \text{diag}[20, 100] \), \( \Lambda = \text{diag}[200, 50] \). Comparative simulation results are shown in Figures 10, 11, and 12. The mean square error (MSE) of the positions of the control algorithms is calculated according to the following formula

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (\chi_i - \chi_{i,d})^2, \tag{50}
\]

where \( n \) is the total number of samples stored. The results of the MSE values are shown in Table 1. It can be seen that the OTC provides significant oscillation control inputs. Furthermore, OTC has a larger tracking error than SOTC. The results show that the saturation inputs problem has been resolved, and the tracking performance of the SOTC has been verified.

<table>
<thead>
<tr>
<th></th>
<th>The first joint</th>
<th>The second joint</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOTC</td>
<td>0.0025</td>
<td>0.0084</td>
</tr>
<tr>
<td>OTC</td>
<td>0.0059</td>
<td>0.0159</td>
</tr>
</tbody>
</table>
Remark 3. The proposed algorithm only uses a single NN instead of 2 NNs [6, 18]. The algorithm in [6, 18] uses one NN critic and one NN actor. For system (7), a NN needs ten weights and ten action functions. Therefore, the number of parameters to be stored in the proposed algorithm is 20, and the algorithm in [6, 18] is double that of the proposed algorithm. Thus, the computational cost of the algorithm in [6, 18] increases, which will reduce the convergence speed significantly compared to the proposed algorithm.

5. CONCLUSION

This paper has solved the problem of designing the optimal tracking controller for robot manipulators with saturation torques. The feedforward control inputs have been proposed to convert the position-tracking control problem into the optimal control problem. The saturated optimal control law was built using a single NN based on the online RL algorithm. When updating the weights of the NN, the CL technique was used to relax a persistent citation condition. The proposed controller ensures that the tracking and approximate errors are UUB stable and the cost function converges to a near-optimal value. In future work, we will apply the proposed controller in an experiment.
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