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Abstract. Data clustering is applied in various fields such as document classification, dental X-

ray image segmentation, medical image segmentation, etc. Especially, clustering algorithms are

used in satellite image processing in many important application areas, including classification of

vehicles participating in traffic, logistics, classification of satellite images to forecast droughts, floods,

forest fire, etc. In the process of collecting satellite image data, there are a number of factors such

as clouds, weather, etc. that can affect to image quality. Images with low quality will make the

performance of clustering algorithms decrease. Apart from that, the parameter of fuzzification in

clustering algorithms also affects to clustering results. In the past, clustering methods often used the

same fuzzification parameter, m = 2. But in practice, each element should have its own parameter

m. Therefore, determining the parameters m is necessary to increase fuzzy clustering performance.

In this research, an improvement algorithm for the data partition with confidence problem and multi

fuzzifier named as TS3MFCM is introduced. The proposed method consists of three steps namely as

“FCM for labeled data”, “Data transformation”, and “Semi-supervised fuzzy clustering with multiple

point fuzzifiers”. The proposed TS3MFCM method is implemented and experimentally compared

against with the Confidence-weighted Safe Semi-Supervised Clustering (CS3FCM). The performance

of proposed method is better than selected methods in both computational time and clustering

accuracy on the same datasets.

Keywords. Fuzzy clustering; Semi-supervised fuzzy clustering; Safe semi-supervised fuzzy cluster-

ing; Multiple fuzzifiers.

1. INTRODUCTION

Data clustering divides objects into different groups with the high similarity of elements
in each group [1,2]. Data clustering algorithms are separated into two subgroups, including
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hard and fuzzy clustering. In the former one, each data point belongs to a unique cluster. In
the later one, each data point can belong to many different clusters with a specific probabil-
ity. The popular fuzzy clustering algorithm proposed by Bezdek [3] is Fuzzy C-Means (FCM)
method. FCM performed by optimizing the distances among the data points and centers
of corresponding clusters. FCM takes advantages of the flexibility in fuzzy logic [4]. Fuzzy
clustering algorithms and its extensions are applied in many different applications [5–8]. To
get the higher accuracy, some additional information was added to the clustering process.
Then, the fuzzy clustering algorithms are called the semi-supervised fuzzy clustering algo-
rithms. Semi-Supervised Fuzzy C-Means (SSFCM) method [9] is one of the most popular
algorithms. The objective function of SSFCM consists of components, corresponding to the
integration between unsupervised learning and supervised learning. Thus, many improve-
ments of SSFCM were introduced to deal with various problems [10–12]. In semi-supervised
fuzzy clustering algorithm, when a part of data is labeled, some of labeled data could be
clustered incorrectly. To deal with this issue, safe semi-supervised fuzzy clustering method
(CS3FCM) is proposed by Gan [13]. CS3FCM is based on the confidence-weight of each
sample to get high clustering performance. Semi-supervised clustering algorithms aim to
get two targets [14–17]. The first one is to cluster data and to label each data then. The
second one is to improve clustering quality using available knowledge. To improve clustering
performance, most of the methods change the formula of the objective function. The value of
fuzzy parameter is often chosen as a constant. Typically, in FCM, SSFCM, and CS3FCM al-
gorithms, the value of parameter m = 2 is fixed. Fuzzy parameter represents the uncertainty
of each data element. Thus, the consideration on determining the different values of m for
each data element is necessary to increase the performance of fuzzy clustering algorithms.
Fuzzy parameter represents the uncertainty of each data element. Thus, the consideration
on determining the different values of m for each data element is necessary to increase the
performance of fuzzy clustering algorithms. There were many studies on extending the fuzzy
parameter by defining a fuzzy value m ∈ [m1,m2] for each iteration [18]. Khang, T. D. et
al. [19] proposed an improvement of FCM with different fuzzifiers for each element in the
dataset. The fuzzifier of a specific element was calculated based on the distribution among
that element and surrounding ones. The main idea of this method is using multiple fuzzi-
fiers instead of unique fuzzifier in the FCM. With the dataset X = {X1, ..., XN} number of
clusters C, membership degree uij of element ith in jth cluster, the distance dij from ith data
element to cluster center Vj , the fuzzifiers (mi) of i

th data element can be defined as follows

mi = m1 + (m2 −m1)

(
Si − Smin

Smax − Smin

)α

; i = 1, N, (1)

where m1, m2 is the lower and upper boundary of mi (1 ≤ m1 ≤ m2), α is an expo-

nent parameter, Si =
∑N/C

j=1 δij ; δij = ∥Xi −Xj∥ ,
(
∀i, j = 1, N

)
; Smax = max i=1,...,N (Si);

Smin = min i=1,...,N (Si).

Using the values of mi, the diagram of Fuzzy C-Mean Clustering with Multiple Fuzzifiers
(MC-FCM) algorithm is shown in [19].

Another factor that affects to the performance of clustering process is noise and outliers in
data. In many problems, data may contain incorrect information or noises. For example, in
collecting of ship satellite images [17], due to the shooting angle or confounding factors such
as clouds, fog, etc., the obtained images may contain noises. Thus, when applying processing
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techniques, ships can be misidentified as islands or lighthouses, etc. Process of dealing with
incorrect data and noisy data is called the data partition with confidence problem, including
“safe information” and “noisy data”. The objective of the data clustering problem with
confidence can be stated that by using data clustering, the unlabeled data points will be
properly labeled of clusters and incorrect labeled data points will be relabeled exactly. It
means that to find the “best” boundary between correctly labeled data points and incorrectly
labeled data points.

The main idea to solve the data partition with confidence problem as depicted in the
researches of Gan et al. [13, 20-21] lies in two principal steps: i) to compute the confidence
weights of labeled data with a local graph W; ii) to formulate and determine the cluster cen-
ters V and fuzzy membership values Nc according to the labeled data having high confidence
weights. The data used in Confidence-weighted safe semi-supervised clustering (CS3FCM)
[13] include both of labeled data X = [x1,..., xl] and unlabeled data Xu = [xl+1,..., xn]. The
different data elements have different effects to clustering performance. In this method, Gan
et al. used FCM to divide all data elements into C clusters then calculated the partition
matrix Ũ = [ũ]c×n and estimated the output labels Ỹ = [ỹ1,...,ỹl,ỹl+1, ..., ỹn] using Kuhn-
Munkres algorithm [22]. For each labeled element xk, the safe confidence sk is defined.

The dataset with noise data, outliers and misclassified data is illustrated as in Figure 1
below.

Figure 1: The dataset with a part of data labeled

In Figure 1, a part of data set is labeled. However, the uncertainty of each data element
is different. This is represented by the size of data points in the figure. Moreover, some of
labeled data points are misclassified. This happens when a data point in Class 1 is assigned
as Class 2 or a data point in Class 2 is assigned as Class 1. Apart from that, there are some
outliers existing in the dataset. Then, it is necessary to check the accuracy of labeled data.
The effects of each data point to classification or clustering accuracy are different and have
to be defined. This can be evaluate by using multiple fuzzifiers.

In this paper, an improvement algorithm for the data partition with confidence problem
using multiple fuzzifiers named as TS3MFCM is introduced. This method reconciles labeled
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data using modified FCM with the weights of labeled and unlabeled data neighbors instead
of working on the whole dataset as in [13]. The differences of TS3MFCM comparing with
CS3FCM and MC-FCM are given as below:

i. After apply modified FCM, the labeled data with small impact is either set up
with very low membership values or removed from the set of labeled data while
CS3FCM uses all labeled data in clustering process.

ii. The cluster centers obtained by applying modified FCM are used in order to com-
pute the membership values of the unlabeled data. Thus, membership values of labeled
and unlabeled data are contained in prior membership degrees (Ū). Thus, the additional
information in TS3MFCM is a mixture of labeled data and the prior membership
degrees (Ū) while CS3FCM only uses labeled data as additional information.

iii. TS3MFCM uses multiple fuzzifiers for each data point to control the data
clustering process. In this step, the prior membership degrees (Ū) are used to assist
clustering progress in generating the final cluster centers and membership values for all data
points. We use a semi-supervised fuzzy clustering with multiple fuzzifiers method
in order to partition the whole dataset with the initial membership (Ū) instead of the
normal fuzzy clustering method in MC-FCM.

The proposed TS3MFCM method is implemented on specific datasets and experimentally
compared with the CS3FCM. By these experiments, TS3MFCM is better than selected
methods on the same datasets in computational time and clustering accuracy results.

The rests of this paper are structured as follows. The TS3MFCM method is presented
in Section 2. The experimental results of implementing TS3MFCM and CS3FCM on six
different datasets are given in Section 3. We draw conclusions and highlight further studies
in the last section.

2. THE PROPOSED METHOD

2.1. Main idea of TS3MFCM

TS3MFCM consists of 3 following steps:

Step 1. (FCM for labeled data)
Using an improved algorithm of FCM to divide the original data points into clusters, with
new weights based on labeled and unlabeled neighbors.

Step 2. (Data transformation process)
The cluster centers, obtained in Step 1, are used to compute the membership degrees of
unlabeled data points. The values of membership in both labeled and unlabeled data will
produce the prior membership degrees (Ū) for the next step.

Step 3. (Semi-supervised fuzzy clustering with multiple point fuzzifiers)
Using a semi-supervised fuzzy clustering algorithm with multiple fuzzifiers to control the
data clustering process.

The framework of TS3MFCM algorithm is given in Figure 2 as follows.
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Figure 2: The flowchart of TS3MFCM algorithm

2.2. Details of the TS3MFCM

2.2.1. Step 1 (FCM for labeled data)

In this step, the algorithm compares the labeled data elements to determine the data
elements with high and low confidence. To do this, we modify the original FCM algorithm
with the new objective as follows

J =
L∑

k=1

C∑
i=1

n1k + n2k

n3k + 1
umkid

2
ki →Min, (2)
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uki ∈ [0, 1] ; k = 1, ..., L, i = 1, ..., C, (3)

C∑
i=1

uki = 1; k = 1, ..., L, (4)

where n1k, n2k, n3k are the number of unlabeled data neighbors, the number of neighbors
with the same label to xk, the number of neighbors with different label to xk, respectively.
These neighbors are defined by using Euclidean distance based on the radius R. The value of
R is calculated as (dmax − dmin) /10 where dmin, dmax are the smallest and largest distances
between two ubiquitous data points. The symbols L, C and dki are denoted for the number
of labeled data, the number of clusters, and the distance between kth data point and ith

cluster center. The cluster centers and membership degrees are computed as below.

Vi =

L∑
k=1

n1k+n2k
n3k+1 umkiXk

L∑
k=1

n1k+n2k
n3k+1 umki

; i = 1, 2, ..., C, (5)

uki =
1

C∑
j=1

(
dki
dkj

) 2
m−1

; k = 1, .., L, i = 1, 2, ..., C. (6)

For each incorrectly labeled data point, we use defuzzification technique to reduce its mem-
bership value. If assigned cluster is different from the label of that data point, the member-
ship value uki is reduced using (7).

uki =

{ uki
2 if label of cluster i is same to label of xk,

uki +
ukj

2(C−1) if i ̸= j and label of cluster j is same to label of xk.
(7)

So that, the labeled data point with small impact is either set a very low membership value
or removed from the set of labeled data. The modified FCM algorithm is shown in Algorithm
1 below.

2.2.2. Step 2 (Data transformation)

This is the transfer step between Step 1 and Step 3 (below). From the outputs of Step 1,
we gather the cluster centers V of labeled data and use them as the initial cluster centers for
the dataset of unlabeled data points. Membership values of both labeled and unlabeled data
will produce the prior membership degrees (Ū) for the method in next step. Thus, in our
approach, the pre-defined information of the semi-supervised fuzzy clustering is a mixture
of the prior membership degrees (Ū) and labeled data.

2.2.3. Step 3 (Semi-supervised fuzzy clustering algorithm with multiple point
fuzzifiers)

A semi-supervised fuzzy clustering with the fuzzifier for each point of data and the
prior membership values (Ū) for all data points is introduced. This algorithm is named
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Algorithm 1. The main steps of the modified FCM algorithm

Input: Data set X; the number of labeled data points in X : L < N ; exponent α; C; ε; m and
Maxsteps.

Output: Membership matrices u and cluster centers V .

BEGIN

1: Set t = 0

2: Initialize original cluster centers: V
(t)
i ← random; i = 1, . . . , C

//Repeat 3-7:

3: t = t+ 1

4: Calculate u
(t)
ki for labeled data (k = 1, ..., L; i = 1, ..., C) by (6).

5: Defuzzied u
(t)
ki according to (7).

6: Calculate V
(t)
i (i = 1, ..., C) using (5).

7: Check the stop condition:
∥∥V (t) − V (t−1)

∥∥ < ε or t > MaxStep. If this condition is
satisfied, the algorithm is stop. Otherwise, return 3.

END

as semi-supervised fuzzy clustering algorithm with multiple point fuzzifiers (MCSSFC-P).
MCSSFC-P has objective function defined by

J(U,V) =
∑N

i=1

∑C

j=1
|uij − uij|mi∗ ∥Xi − Vj∥2 →Min (8)

with the constraints
uij ∈ [0, 1],

∑C
j=1 uij = 1, ∀i = 1, N,

uij ∈ [0, 1],
∑C

j=1 uij ≤ 1, ∀i = 1, N,
(9)

where the dataset X = {X1, ..., XN}; The number of clusters C, the membership degree (uij)
of ith element in cluster jth, the distance dij from data element ith to cluster center Vj .
The prior membership degree matrix (Ū) is defined via the output of Step 2. In order to solve
optimal problem (8-9), Lagrange multiplier method with Lagrange function in (10) is applied

L =
∑N

i=1

∑C

j=1
|uij − ūij |mi ∥Xi − Vj∥2 −

N∑
i=1

λi

(∑C

j=1
uij − 1

)
. (10)

For the constant values of mi, taking the derivative of L by Vj we get

∂L
∂Vj

= −2
∑N

i=1
|uij − ūij |mi ∗ ∥Xi − Vj∥ , j = 1, C. (11)

Let the derivative in (11) be zero, cluster centers Vj are defined by

Vj =

∑N
i=1 |uij − uij |miXi∑N
i=1 |uij − uij |mi

, j = 1, C. (12)
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For the constant values of mi, taking the derivative of L by uij, we get

∂L
∂uij

= mi(uij − ūij)
mi−1 ∥Xi − Vj∥2 − λi, i = 1, N, j = 1, C. (13)

Let the derivation in (13) be zero, membership degrees uij are calculated using (14)

uij = uij +

(
1−

∑C

k=1
uik

) (
1
dij

) 2
mi−1

∑C
k=1

(
1
dik

) 2
mi−1

, i = 1, N, j = 1, C, (14)

where dij = ∥Xi − Vj∥ , dik = ∥Xi − Vk∥ .
In MCSSFC-P algorithm, input data and parameters are used to define fuzzifiers for

each data sample by equation (1). Using these fuzzifiers, a semi-supervised fuzzy clustering
algorithm is implemented to determine the cluster centers and membership degree matrix.
The detail of MCSSFC-P is given in Algorithm 2 below.

Algorithm 2. The main steps of MCSSFC-P

Input: Data set X; C; U ; mi,(i = 1, N); ε; Maxsteps.

Output: U and V .

BEGIN

1: Set t = 0

2: Initialize mi using (1).

3: Initialize original cluster centers: V
(t)
i ← random; i = 1, . . . , C

//Repeat 4-7:

4: t = t+ 1

5: Compute U t using (14).

6: Compute V t using (12).

7: Check the stop condition:
∥∥V (t) − V (t−1)

∥∥ < ε or t > MaxStep. If this condition is
satisfied, the algorithm is stop. Otherwise, return 4.

END

3. EXPERIMENTAL RESULTS

3.1. Environmental setup

The algorithms, including MC-FCM, CS3FCM and TS3MFCM, are implemented on HP
laptop with Core i5 processor, using DevC++ programming language. The datasets are
taken from the Outlier Detection DataSets [23] demonstrated in Table 1 and Airbus Ship
Detection Challenge dataset [24] demonstrated in Table 2.

From the Airbus Ship Detection Challenge dataset, we use 20 satellite ship images demon-
strated in Table 2 below.
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Table 1: Datasets with outlier data

Dataset No. of samples No. of features No. of class No. of outlier %

Dermatology 366 34 6 2.1

Ecoli 1364 8 10 4.7

Glass 214 9 6 4.2

Ionosphere 351 34 2 36.0

Vertebral 310 6 3 12.5

Wdbc 569 30 2 5.6

Table 2: Data description of ship satellite images

Class No. of samples No. of ships No. of island Size (pixel)

Class 1 5 5 2 768× 768

Class 2 5 6 1 768× 768

Class 3 5 7 2 768× 768

Class 4 5 8 2 768× 768

Criteria for evaluation are classification accuracy (CA), clustering quality by DB index
and computational time (CT ). The classification accuracy (CA) [13] for the semi-supervised
clustering methods is as,

CA =

n∑
k=1

δ(yk,map(ỹk))

n
, (15)

where the function δ(x, y) has value of 1 if x = y and 0 if x ̸= y, map(ỹk) is the function
that maps ỹk to an equivalent label using the Kuhn–Munkres algorithm [22]. The maximum
value indicates the better performance for CA index. The unit of calculation is percentage
(%). In addition, an internal clustering quality index DB [26] was used to assess the ratio
involving within-group and between-group distances. TheDB clustering quality [26] is shown
in equation (16)

DB =
1

C

C∑
i=1

(
max
j:j ̸=i

{
Si + Sj

Mij

})
, (16)

Si =

√√√√ 1

Ti

Ti∑
j=1

∥Xj − Vi∥2, (17)

Mij = ∥Vi − Vj∥ , (i, j = 1, C, i ̸= j). (18)

The minimum value indicates the better performance for DB index.

The CT is the length of time required to perform a computational process in equation
(19)

CT = T2 − T1, (19)

where T2 is the ending time, and T1 is the starting time to run the algorithm. The minimum
value indicates the better performance for CT index. The unit of calculation is seconds (s).
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The proposed TS3MFCM method is experimentally compared with CS3FCM algorithm
[13]. The validity indices in these implementation are classification accuracy, clustering
quality and computational time.

3.2. Results

3.2.1. Evaluation on outlier detection datasets

Using all the data elements in selected datasets, the classification accurac, clustering
quality and computational time of TS3MFCM and CS3FCM are calculated and showed in
Table 3.

Table 3: The values of validity indices on all data with outliers (Bold values indicate the best ones
in given dataset)

CRITERIA Classification accuracy Clustering quality Computational time (s)

METHOD TS3MFCM CS3FCM TS3MFCM CS3FCM TS3MFCM CS3FCM

Dermatology 0.92 ±0.01 0.64 ±0.01 3.44 ±1.96 18.65 ±3.36 1.38 ±0.05 1.27 ±0.06

Ecoli 0.44 ±0.01 0.42 ±0.00 6.42 ±0.52 19.81 ±3.56 0.89 ±0.27 0.42 ±0.01

Glass 0.54 ±0.01 0.57 ±0.01 8.88 ±0.39 29.23 ±6.93 0.30 ±0.10 0.92 ± 0.02

Ionosphere 0.62 ± 0.01 0.54 ±0.00 3.39 ±0.06 8.95 ±1.08 1.52 ±0.37 0.46 ±0.01

Vertebral 0.66 ±0.01 0.52 ±0.01 3.83 ±1.10 5.89 ±1.24 0.09 ± 0.00 0.18 ±0.01

Wdbc 0.65 ±0.00 0.59 ±0.01 2.84 ±0.05 3.92 ±0.11 0.73 ±0.10 0.39 ±0.02

Comparing these algorithms on 6 datasets by different validity indices, we get:

i. Classification accuracy: From the results in Table 3, TS3MFCM gets the best results
on 5 datasets (Dermatology, Ecoli, Ionosphere, Vertebral, Wdbc). Clustering accu-
racy of CS3FCM is the best one on Glass. On this dataset, classification accuracy of
TS3MFCM is a bit lower than that of CS3FCM (0.54 vs 0.57).

ii. Clustering quality: As showed in Table 3, TS3MFCM is the best model in term of
DB index on all datasets. Moreover, the values of DB obtained by CS3FCM are much
higher than the values obtained by TS3MFCM (about 2.88 times higher on average).
Apart from that, the derivation of computation when applying CS3FCM is also much
higher than applying TS3MFCM (about 9.82 times higher on average).

iii. Computational time: As showed in Table 3, CS3FCM is better than TS3MFCM in
time consuming. This is caused by the calculation step of mi and other extra works in
TS3MFCM comparing with CS3FCM. However, the total of runtime on all six datasets
by applying TS3MFCM is a bit higher than applying CS3FCM (only about 1.27 seconds
higher).

On overall, TS3MFCM gets better performance than CS3FCM in term of clustering accuracy
and clustering quality. In run time, TS3MFCM takes a bit longer than CS3FCM.

3.2.2. Evaluation on airbus ship detection challenge dataset

The data image belongs to the RGB color system with standard size of 768× 768 pixels.
The original image is converted to 201× 201 pixel image using the InterArea interpolation
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supported in the OpenCV image processing library. From the Airbus Ship Detection Chal-
lenge Dataset [24], we use the TrainShipSegmentations.csv file to locate pixels containing
ships. Using a 3× 3 sliding window to scan the surface of the image, the obtained results are
used to synthesize the result of attributes in images. Then, the number of attributes is also
reduced by converting the RGB to a grayscale image. Based on the remaining attributes,
our program runs 20 times for each image and initializes the label for 20% of random pixels,
the other pixels are unlabeled. In labeled pixels, we run the experiments with the amount
of incorrect label as 0%, 5%, 10%, 15%, 20%, 25%, 30%, respectively. To illustrate the
performance of TS3MFCM and CS3FCM visually, the results of running these algorithms
on four satellite ship images are given as in Figures 3- 6 below.

Figure 3: Clustering results of image 1: a) The original image; b) By applying TS3MFCM; c) By
applying CS3FCM

Figure 4: Clustering results of image 2: a) The original image; b) By applying TS3MFCM; c) By
applying CS3FCM

In the original images, the ships are surrounded by solid yellow rectangles. In the resulting
images, the detected areas that are assumed to be ships will be surrounded by solid red
rectangles. The islands on these three images are marked by purple dashed rectangles.

In Figure 3, the original image (Figure 3.a) includes 5 ships and 2 islands. The clustered image

obtained by applying TS3MFCM (Figure 3.b) identifies 5 ships in which 4 ships are correctly
detected. The other one is mistakenly identified as ship while that area is island. In clustered
image obtained by CS3FCM (Figure 3.c), there are 6 ships are detected. However, there
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Figure 5: Clustering results of image 3: a) The original image; b) By applying TS3MFCM; c) By
applying CS3FCM

Figure 6: Clustering results of image 4: a) The original image; b) By applying TS3MFCM; c) By
applying CS3FCM

are also 4 correct ships. The other two are misidentified from islands. Thus, TS3MFCM is
more accurate than CS3FCM in ship and island detection from image 1.

As given in Figure 4, the original image (Figure 4.a) includes 8 ships. TS3MFCM is
detected correctly 7 out of 8 ships (Figure 4.b) while CS3FCM detects correctly 6 out of 8
ships (Figure 4.c). The results of object detection by applying TS3MFCM on Image 3, 4 are
also better than applying CS3FCM. To have an overall evaluation, the number of objects
that are detected correctly or incorrectly by using TS3MFCM and CS3FCM on four selected
images is given in Table 4.

The results on each image and the synthetic table show that clustering results of TS3MFCM
is better than CS3FCM in detecting ships and islands from satellite images.

4. CONCLUSIONS

This paper proposed an improvement algorithm for the data partition with confidence
problem using semi-supervised clustering and multiple fuzzifiers named as TS3MFCM. The
proposed method includes 3 main steps mentioned in Section 2. The proposed method is
implemented and experimentally compared to the CS3FCM in clustering accuracy, clustering
quality and computational time. The findings of this research can be stated as:



AN IMPROVEMENT OF TRUSTED SAFE SEMI-SUPERVISED FUZZY CLUSTERING 59

Table 4. Comparison of detecting results of TS3MFCM and CS3FCM on four images

� Propose a three step model (TS3MFCM) in order to partition objects from a dataset
with confidence and to deal with noise/outlier data.

� Introduce a modification of FCM using both labeled and unlabeled data. This modified
FCM method supplies the evaluation on impact of labeled data.

� Present the process of using semi-supervised clustering method with different fuzzifier
for each data element.

� Implement the proposed model and CS3FCM on 6 different datasets in which some
datasets contain outlier data and noise data as well. The comparison of TS3MFCM and
CS3FCM is performed by using validity indices and by visual results on satellite images. The
visually comparison is also given by the applying two these models on four satellite images
from Airbus Ship Detection Challenge DataSet to deal with object detecting problem.

The advantages of the proposed algorithm can be seen as the capability to remove or
reduce the noisy data elements and the higher performance in term of clustering accuracy
and clustering quality. The higher accurate in ship and island detection of TS3MFCM is also
given. However, there are still some limitations of our method such as high computational
time and needing many parameters. In further studies, we will develop a new algorithm to
remedy these disadvantages.
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