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Abstract. Deep neural networks have been applied successfully to extractive text summarization
tasks with the accompany of large training datasets. However, when the training dataset is not large
enough, these models reveal certain limitations that affect the quality of the system’s summary. In this
paper, we propose an extractive summarization system based on a Convolutional Neural Network,
an Encoder-Decoder, and a Fully Connected network for sentence selection. The pretrained BERT
multilingual model is used to generate embedding vectors from the input text. These vectors are
combined with TF-IDF values to produce the input of the text summarization system. Redundant
sentences from the output summary are eliminated by the Maximal Marginal Relevance method. Our
system is evaluated with both English and Vietnamese languages using CNN and Baomoi datasets,
respectively. Experimental results show that our system achieves better results compared to existing
works using the same dataset. It confirms that our approach can be effectively applied to summarize
both English and Vietnamese languages.
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1. INTRODUCTION

The strong development of the Internet has made the volume of data in general and
text data in particular increasing rapidly, causing challenges for searching and capturing
information. One solution to this problem is text summarization. This is the process of
extracting important and valuable information from one or more documents to generate a
concise summary. The summary needs to ensure the accuracy of the content and the meaning
of the source text [6, 14].

The representation of the input document is an important factor to extract sentence
features in a neural network based on document summarization systems. Several machine
learning and deep learning approaches have solved this problem by using pretrained word
embeddings such as word2vec [27] and Glove [33]. However, these word embedding vectors
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are context-independent, which may result in incorrect meaning in some cases. Recent works
on generating context-based representing models have shown that using pretrained sentence
embedding provides better performance than using word embeddings in natural language
processing tasks [10]. Cera et al. [8] proposed two pretrained Universal Sentence Encoder
(USE) basing on Transformer [39] and Deep Averaging Network [17] for the English language.
Yang et al. [42| expanded the pretrained USE models for 16 languages without Vietnamese.
These models were pretrained on a large unlabeled text to generate sentence embedding.

With the introduction of the pretrained BERT (Bidirectional Encoder Representations
from Transformers) [11], the obtained results in the natural language processing tasks have
made significant progress. The strength of the pre-trained BERT model is the ability to
learn bidirectional context with the attention mechanism from the transformer that allows
capturing the important factors of the input document. The application of the BERT model
to the semantic information representation of the input document has also improved the
accuracy of text summarization systems (e.g., [23, 44, 46]).

This paper aims at developing an extractive summarization system that can be applied
for both English and Vietnamese languages. The summarization system is constructed as a
clagsification model, in which sentences in the summary have the label 1, and 0 otherwise.
We use pre-trained BERT multilingual (M-BERT) model [34] that supports multi-languages
including Vietnamese to generate document embeddings. The sentence classification task is
performed by using a CNN, an Encoder-Decoder, an FC layer combining with the TF-IDF
feature as input for the model. Maximal Marginal Relevance (MMR) is used to eliminate
redundant information to generate the summary. Our proposed summarization model is
evaluated with both English and Vietnamese languages, using CNN and Baomoi datasets,
respectively. Experimental results show that our system achieves better results compared
to existing research using the same dataset. The standard ROUGE measures [4] including
F1—Score measures on Rouge-1 (R — 1), Rouge-2 (R — 2), and Rouge-L (R — L) are used to
evaluate the quality of extractive text summarization systems.

Our main contributions can be summarized as follows:

e Proposing an effective extractive text summarization system that can be applied for
both English and Vietnamese languages;

e Applying the pretrained BERT multilingual model to represent the token embedding
vectors of the sentences, in order to have a better understanding of the input text;

e Proposing the CNN and fine-tuning with a novel activation function to extract sen-
tence features. Subsequently, proposing the k-max pooling layer to obtain the sentence
vectors;

e Proposing Encoder-Decoder model with a bidirectional Long Short Term Memory for
both the encoder and the decoder to associate the context of the considered sentence
in the text;

e Combining TF-IDF feature to the model and reducing the dimension of the TF-IDF
vector by using the Fully Connected layer without activation function;

The rest of this paper is organized as follows. The related works in extractive text sum-
marization are discussed in Section 2. Section 3 presents some background of our proposed
approach. The proposed text summarization system is introduced in Section 4. Our experi-
ments are described in Section 5. Finally, Section 6 concludes the paper and proposes future
works for our research.
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2. RELATED WORKS

Recently, deep learning techniques have been successfully applied to text summarization
and get better results comparing to other approaches. Zhang et al. [45] extracted salient
sentences for the summary by using Convolutional Neural Networks (CNN). Nallapati et
al. [30] treated extractive summarization as a sequential labeling task. In this approach,
sentences of the input document were encoded and then classified into two classes: selected
or not selected. This system computed selection probability for each sentence, then gener-
ated a summary basing on these probabilities until reaching the summary limit. Zhou et
al. [47] developed an end-to-end neural network for text summarization by jointly learn-
ing to score and selecting sentences. To optimize the ROUGE evaluation metric, several
approaches trained their neural summarization systems by using a reinforcement learning
objective. Wu et al. [41] proposed a neural coherence system to capture the cross-sentence
semantic and syntactic coherence patterns, using a reinforcement learning mechanism. The
system’s reward was computed by evaluating the system’s output using the Rouge measure.
Zhang et al. [43] proposed a latent variable extractive summarization system that uses di-
rect human summarization and a sentence compression system to generate the summary. In
this approach, sentences were considered as latent variables. Sentences with activated vari-
ables were used to generate the summary. This technique solved the problem of depending
on sentence-level labels, which was often used in extractive summarization systems. Jadhav
and Rajan 18] developed a neural sequence-to-sequence model for extractive summarization
that modeled the interaction of key words and salient sentences using a two-level pointer
network-based architecture. Al-Sabahi et al. [5] proposed a summarization system using a
hierarchical structured self-attention mechanism to capture the hierarchical structure of the
document and to create the sentence and document embedding. The attention mechanism
provided an extra source of information to guide the summarization extraction. The sys-
tem computed the probabilities of sentence-summary membership basing on several features
such as information content, salience, novelty, and positional representation. Zhang et al. [44]
proposed a document encoding system named HIerachical Bidirectional Encoder Represen-
tations from Transformers and pretrained it using unlabeled data. This system provided
promising results when applying to the summarization task. These systems often required a
large training dataset and a high training cost in general.

There are only a few works on Vietnamese text summarization. However, most of them
rely on sentence features such as sentence position, TF-IDF, title, similarity, etc... to compute
sentence scores (e.g., [37]). Machine learning and deep learning algorithms were used in
several works such as |21, 28, 38, 15|. Salient sentences were extracted by using Support
Vector Machines in [28], applying a genetic algorithm in [38]), and taking advantage of a
semi-supervised algorithm in [15]. Lam et al. [21] constructed a Sequence to Sequence with
Attention model and beam search to generate the summary, the words of the input document
were embedded as word vectors to use as input of the summarization system. The system
was trained by a self-collected news dataset with 31,429 articles, in which the abstract of
each news was used as its summary.

However, most of the above approaches have not applied an efficient way to represent
the semantic structure of the input document, which causes redundancies in the summaries.
To deal with this problem, we propose a text summarization system that exploits the rep-
resenting power of deep neural networks. Specifically, we treat the text summarization task
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as a classification problem, using a pretrained BERT model to encode input text.

3. BACKGROUND

This section briefly introduces background information of main components of the pro-
posed summarization system, including: (i) BERT [11], (ii) BERT multilingual [34], (iii)
CNN |20], (iv) LSTM cell and biRNN [13], and (v) MMR method [7].

3.1. BERT model

BERT model [11] is designed to pretrain deep bidirectional representations from an unla-
beled text by jointly conditioning on both left and right context in all layers is a new language
representation model. The main characteristics of the BERT model are summarized below.

Input representation. The input of the BERT model can be considered as a concatena-
tion operator of two segments (each segment is often a sentence) denoted as x1,xa, ..., Z;
Y1,Y2, . ..,yn- These two segments are represented as a single input sequence with special
tokens that consists of [CLS],[SEP/, [EOS] to distinguish them as [CLSJ, x1,xa,...,zu,
[SEP], y1,vy2,...,yn, [EOS] where:

e CLS is the token that was added to the beginning of the first segment;

e SEP is the token that was added to the end of the first segment;

e FEOS is the token that was added to the end of the sequence (at the end of the second
segment);

e Satisfying the condition M + N < T (where T is the maximum length of the sequence
during training. BERT is pretrained on a large unlabeled text corpus that is a com-
bination of BooksCorpus (800M words) [48] and English Wikipedia (2,500 words),
which totals ~ 16GB of uncompressed text and fine-tuned using labeled data from the
downstream tasks.

BERT architecture. BERT model uses Transformer architecture [39] has L layers, each
block of the BERT model uses A self-attention heads and hidden dimension H, and takes
the input as a set of sentences of the input text. There are many BERT models, consist of
BERTpasE (12—layer, 768—hidden, 12—heads, 110M parameters), BERT arcE (24—layer,
1,024—hidden, 16—heads, 340M parameters), and BERT-Base, Multilingual models support
multiple languages for natural language processing (NLP) tasks.

BERT implementation. BERT model uses two pretraining and fine-tuning tasks to gen-
erate state-of-the-art models for the NLP tasks.

(i) Pretraining BERT. BERT is pretrained with two actions. First action, Masked Lan-
guage Model (MLM), a set of random tokens of the input sequence is selected and
replaced with a special token [MASK/. The MLM is a cross-entropy loss on predicting
the masked tokens. BERT model chooses 15% of the input tokens for replacement. For
these selected tokens, 80% tokens were replaced with [MASK/, 10% tokens were un-
changed, and 10% tokens were replaced with the randomly selected vocabulary token.
The second action, Next Sentence Prediction (NSP) is a binary classification loss that
predicts the next two segments of the original text. The ‘Position’ labels are generated
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by taking the next segment in the original text. The ‘Negative’ labels are generated
by pairing segments from the text in the dataset. For example, we need to pretrain
the BERT model using a text dataset of 100, 000 segments, thus we have 50,000 train
samples (pairs of segments) as train data, with 50% of the pair of segments, the second
segment will be the next segment of the first segment, these labels are denoted as ‘Po-
sition’. With 50% of the other pair of segments, the second segment will be a random
segment from the dataset, these labels are denoted as ‘Negative’.

(ii) Fine-tuning. Depending on each specific downstream task, BERT model will be fine-
tuned with its training dataset to generate a more suitable semantic model for that
downstream task. The model uses two fine-tuning strategies |1, 11]:

(a) Reduce the learning rate to increase the model’s accuracy;

(b) Freeze some previous layers to freeze the learned weights from pretrained models
(the model only updates weights on the higher layers) to increase the speed of
the model’s train.

3.2. BERT multilingual

The pretrained BERT models [11]| only support monolingual English processing tasks
in NLP. Basing on the pretrained BERT models, Pires et al. |34] has developed BERT
multilingual (M-BERT) models to support multi-languages including Vietnamese. M-BERT
models have the same architecture as the corresponding pretrained BERT models. There
are two available M-BERT models based on BERT-Base models to be BERT-Base, Mul-
tilingual Cased (104 languages, 12—layer, 768—hidden, 12—heads, 110M parameters) and
BERT-Base, Multilingual Uncased (102 languages, 12—layer, 768—hidden, 12—heads, 110
parameters). M-BERT models are trained on Wikipedia pages of 104 languages with the cor-
responding vocabulary instead of only being trained on monolingual English datasets with
English vocabulary like the BERT models.

3.3. CNN

The CNN model architecture for sentence-level classification tasks is described by Kim et
al. (2014) [20]. The CNN model often uses multiple filters to obtain multiple features. These
features form the penultimate layer and are fed forwards to an FC layer with the softmax
activation function that its output is the probability distribution of the labels. Extracting a
feature from a filter is described below.

Let z; € R™ be a m—dimensional word vector corresponding to the i** word in the
sentence. A sentence of length n (padded if necessary) is represented as

Tlon =21 D Lo D T3 D -+ D T, (1)

where, @ is a concatenation operation. In general, suppose that x; ,;;; denote the concate-
nation of words x;, z;+1, ..., Zi4+;. The convolution operation between the filter w R and
a window of h words to generate a new feature. The ¢; feature is produced from a window
of words x;_,;1+5_1 to present as

¢i = f(w.xisiyn—1 +b), (2)
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where, b € R is the bias term and f is the nonlinear function. This filter is applied to every
possible window of words in the sentence {1, 2 h41,- -, Tn—ht+1—n} to produce a feature
map

c=lc1, 09,03, .. Cn_nt1], (3)
where, ¢ € R"“"*1, The max-overtime pooling operation [9] is applied on the feature map
to take the maximum value ¢ = max{c} as the feature corresponding to each filter.

We use the CNN model architecture in [20] and fine-tune it to apply our proposed text
summarization model by applying k-max pooling operation [19] on each feature map instead
of the max-overtime pooling operation [9] to select the k£ maximum values as the feature
corresponding to each filter.

3.4. LSTM cell and biRNN

LSTM cell. LSTM (Long Short Term Memory) cell is described by Graves et al. [13]. Let
an input sequence x = (z1,...,2z7). At step ¢ (with ¢ = 1,2,...,T), the Recurrent Neural
Network (RNN) computes the hidden vector sequence h = (hy, ..., hr) and the output vector

sequence y = (y1,...,yr) by the following formulas
hy = HWgnzt + Whphi—1 + bp), (4)
Yt = Whyht + bya (5)

where, W terms are weight matrices (e.g., Wy, is input hidden weight matrix); the b terms
are bias vectors (e.g., by is hidden bias vector), and H is the hidden layer function. Figure
la) illustrates an LSTM cell. H is performed by the following summary function:

iy = o(Waixs + Whihi—1 + Weici—1 + by), (6)
frt = U(Wmfl’t + thht—l + chct_l + bf), (7)
ct = free—1 + i tanh(Waewe + Wiehi—1 + be)), (8)
o = o(Waott + Whoht—1 + Weoct + bo), (9)
hy = oy tanh(¢), (10)

where, o is the sigmoid logistic function, and ¢, f, 0, and ¢ are the input gate, forget gate,
output gate, and the cell activation vectors, and they are the same size as the hidden
vector h.

biRNN. biRNN (Bidirectional RNN) processes the data in both directions with two separate
hidden layers, which are then fed forwards to the same output layer. Figure 1b presented a
biRNN, the biRNN computes the forward hidden sequence h; (with t =1,2,...,7 —1,T),
the backward hidden sequence E (with ¢t =T,T —1,...,1), the output sequence y; at step
t, and updating the output layer:

— —
he = HW pae+Wepp b +bp), (11)
— —
h;= H(Wxgﬂft + W%; b1+ b%), (12)
— —
ye= HWp Bt We hitby). (13)

We will construct an Encoder-Decoder architecture by using biLSTMs for both the encoder
and the decoder for our proposed system.
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Figure 1. Long Short Term Memory cell and Bidirectional RNN [13]

3.5. MMR method

The originally MMR method [7] was proposed to measure the relevance between the user
query @ and sentences in the document in the Information Retrieval (IR) problem. The
formula calculating MMR is

def . .
MMR = arg Drirel%)is [)\ (Szml(Di, Q)—(1-X) Sﬁ%{% Szmg(Di,Dj)ﬂ ) (14)

where,

e (' is the set of sentences from the input documents;
e S is the set of existing sentences in the summary;
e Simy is the similarity between the considering sentence D; and the query Q;

e Simeo is the similarity between the considering sentence D; and the existing sentences
in the summary D; (Simg can be equal to Sim,);

e )\ is a parameter (A € [0;1]).

The parameter value X is selected depending on each problem. If it is necessary to return
information around the query, the parameter X\ is adjusted with a smaller value. If the
result needs to be diverse, the parameter A is adjusted with a greater value. A high MMR
means the considered item is both relevant to the query and contains minimal similarity to
previously selected items. The formula calculating the MMR measure was redefined to apply
the document summarization task as follows

de . .
MMR %/ arg Die%l&{}é,Q} [)\ <Szm1(Di, Q)—(1-=X) g;zgé Sima(D;, Dﬂ)] , (15)

where,

e (' is the set of candidate sentences for the summary;
e () is a sentence in the set C that is best described the main idea of the input document;
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e S is the set of the sentences that are already included in the summary;
e Simy, Simsg are the similarities between the two sentences v and v, being calculated

by the formula

Zwév tfw,utfw,v (dew)Q
Vo wen Efuwuidfu)?

where t f,,, , is the term frequency of the word w in the sentence u; idf,, is the importance
of the word w; and A is the chosen parameter.

Simq (u,v) = Sima(u,v) = (16)

The main point of applying the MMR, method is to eliminate redundant information in
the summary. We carried out three steps as below:

e Determine the main topics of the input documents;

e Find sentences relevant to the main topics;

e Eliminate redundant sentences whose similarity with existing sentences in the summary
is larger than a certain threshold.

4. OUR PROPOSED SYSTEM

Our proposed text summarization system is shown in Figure 2, which consists of three
main modules: (i) Token embedding, (ii) Sentence Classification, and (iii) Summarization.

\ Token embedding | ! Sentence Classification | | Summarization

Dropout

-
E
=
H
&
=
=
3
W

5 Convolutional k-Max Encoder-
M-BERT = : Layer Pooling Decoder

FC' Layer
(FC Layer without activation function)

H A :
iy | Summary |

Figure 2. Our proposed text summarization system

4.1. Token embedding

The first step of the token embedding process is to split the input text into sentences.
Then, the first 32 sentences from each document are taken to represent that document. The
first 64 tokens of each sentence are taken to represent that sentence (padding if necessary).
These sentences are processed by an M-BERT model to obtain their token embeddings. The
M-BERT model is fine—tuned by summarization datasets during our experiments to get the
best representation of the input text.

The token embedding vectors are used as the input of the Convolutional layer in our
CNN model to obtain the 400—dimension sentence vectors.



HYBRID MODEL USING BERT AND DEEP NEURAL NETWORKS 131

4.2. Sentence classification

Sentence classification is the major component of the system. The purpose of this task
is to compute the selection probability of the input sentences to be included in the sum-
mary. To perform this task, the sentential embedding vectors are processed by a CNN, an
encoder—decoder model, and a dropout layer to extract vectors of sentence features. The
TF — IDFs of each sentence are put into the fully connected layer without an activation
function (denoted as F'C’ layer in Figure 2, and then are combined with vectors of sentence
features in another fully connected layer to produce the selection probability of each sentence.
The components of our proposed system are described in detail below.

Convolutional layer and k-max Pooling layer. We use the CNN architecture [20]
described in Section 2.3 above and fine-tune it in our experiments. The input of the Con-
volutional layer is a tensor to be sharpened (n,1,D x L, H). Here, n is the batch size; D
is the number of sentences in the document; L is the sentence length; H is the dimensions
of the three last hidden layers of M-BERT. In our experiment, we choose n = 32, D = 32,
L =64, H = 3 % 768. To reduce the computational complexity of the model, we do not use
12 constraint since it does not affect the system’s accuracy. The Convolutional layer uses a
novel activation function called mish?, proposed by Misra and Landskape [29], to improve
the efficiency of the neural network architecture. This function is calculated by the following
formula

f(x) = ztanh(softplus(z)) = x tanh(In(1 + €*)), (17)

where softplus(z)) = In(1 + €%).

Next, we feed forward the k—max pooling layer by applying the k-max pooling operation
[19] instead of using the max-overtime pooling operation |9]. The k—max pooling operation
in formula (18) is applied to each feature map to select k¥ maximum values

ke = max </<;top, [LL_ESO : (18)

where, k; is a function involving the sentence length and the network depth; [ is the number of
the current convolutional layer; L is the total number of convolutional layers in the network;
kiop is the fixed pooling parameter for the topmost convolutional layer; s is the sentence
length. Figure 3 illustrates the Convolutional layer architecture with k—max pooling (k = 2)
applying to our proposed system.

Encoder-Decoder. Our Encoder-Decoder model is a bidirectional Long Short Term Memory
(biLST M) for both the encoder and the decoder. Each biLSTM has 1,024 hidden states
(equals to 2 % 512 hidden states) to associate the context of the considered sentence in the
text. Inputs of this model are the output sentence vectors (si,s2,...,Sm) of the k—max

pooling layer, whereas its outputs are sentence vectors (s}, s5,...,s),) of 1,024 dimensions.

r m
Our proposed Encoder-Decoder architecture is illustrated in Figure 4 below.
Dropout layer. The F'C' layer is prone to be overfitted. To prevent this problem, the output
sentence vectors of the Encoder-Decoder are selected by a dropout layer with a dropout rate
of 0.2.

3 Available at https://github.com/digantamisra98/Mish
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Figure 3. The Convolutional layer architecture with k—max pooling (k = 2) applying to our
proposed system

TF-IDF feature and FC’ layer. Viet et al. [35] have pointed out the efficiency of the
TF-IDF feature in text summarization systems. Because of that, we also use the TF-IDF as
a feature in our system. Since the TF-IDF vector is large (equal to the size of the dictionary),
we use the Fully Connected layer without an activation function (denoted as F'C’ layer in
Figure 2) to reduce the dimension of the TF-IDF vector to reduce the system’s complexity.
The dictionary is limited to 40,000 words with the highest term frequency, so the dimension
of the TF-IDF vector is also 40,000. The dimensions of the input and output vectors of the
FC' layer are 40,000 and 128, respectively.

Concatenating operation. The output vector of the FC’ layer is concatenated with the
output vector of the dropout layer by the concatenating operation (denote as @ to obtain a
vector of 1,152 dimensions, which is used as the input vector of the fully connected layer.

Fully Connected (FC) layer. The FC layer converts a 1, 152—dimension input vector to a
2—dimension output vector, using a softmax activation function. This output vector contains
the probability to select a sentence to put in the summary.

4.3. Summarization

Sentences from the input document are sorted in descending order by the selection prob-
abilities. These sentences are selected to include in the summary until reaching the summary
length. To eliminate redundancy, we apply the MMR method in [25] to measure the similarity
among sentences and eliminate redundant sentences whose similarity with existing sentences
in the summary is larger than a certain threshold.

5. EVALUATION

5.1. Datasets

To evaluate the proposed system, we carried out experiments with two different languages:
English and Vietnamese. The English datasets consist of DUC 2001 [2], DUC 2002 [3], and
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Figure 4. The architecture of our proposed Encoder-Decoder model

CNN [16]. Brief information of the DUC 2001 and DUC 2002 datasets is summarized in
Table 1.

Table 1. The statistical information on the DUC 2001 and DUC 2002 datasets

Dataset | #Doc. | #Sen.(Avg) | #Sum.(Avg)
DUC 2001 486 40 2.17
DUC 2002 471 28 2.04

The purpose of using the CNN dataset is to compare our system with the state-of-the-
art ones in extractive summarization, as the CNN dataset is usually used in evaluating
summarization systems. Our experiments with the Vietnamese dataset (Baomoi) aim at
evaluating our system with another language and guaranteeing the generality of our system.

The CNN/Daily Mail dataset consists of 312,085 articles, in which 92,579 articles from
the CNN dataset, and the highlights written by the article’s authors. These highlights have
three sentences on average. We split the CNN dataset into training/validation/test datasets
with 90,266/1,220/1,093 documents, respectively. Table 2 describes brief statistic informa-
tion of the CNN/Daily Mail dataset.

Table 2. The brief statistics on the CNN/Daily Mail dataset

CNN Baomoi
Train Valid Test Train  Valid Test
#documments | 90,266 1,220 1,093 | 196,961 12,148 10,397
Avg#tokens 762 763 716 813 774 780
Vocab size 118,497 208,045

Since there is no available Vietnamese summarization dataset, we use a dataset called
‘Baomoi’, which was created by gathering articles from a Vietnamese online newspaper
(http://baomoi.com). Each article consists of three parts: headline, abstract, and article’s
content. The abstract consists of 2 sentences with 45 words on average, which represents the
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main information of the article. Since we cannot find any better source, the Baomoi dataset
is our best choice to be used as the summarization corpus at the moment. The average length
of the article’s content is 503 words. The final dataset consists of 1,000, 847 news articles, be-
ing splitted into training/validation/test datasets with 900, 847/50,000/50,000 documents,
respectively.

5.2. Preprocessing

First, we separated the content and the summary from each article in the CNN and Bao-
moi datasets. The StanfordCoreNLP* and VnCoreNLP? libraries were used for splitting
English and Vietnamese text into sentences, respectively. Next, the rouge-score 0.0.4° li-
brary was used to label sentences from each dataset basing on the maximum total of R — 2
and R — L.

5.3. Experiments

To choose the best model for our proposed extractive summarization system, we carried

out experiments with four scenarios, using the CNN dataset:

e Scenario 1 (M — BERT +CNN + FC +TF — IDF): The system uses the M-BERT
model combined with the CNN layer, the FC layer, and the TF-IDF feature.

e Scenario 2 (M — BERT + CNN + Encoder — Decoder + FC + TF — IDF): The
system uses the model in scenario 1, combined with the Encoder — Decoder model
to associate the context of the sentences in the document. This scenario is used to
evaluate the efficiency of using the Encoder — Decoder to the summary system.

e Scenario 3 (M —BERT+CNN+FC+TF—IDF+MMR): The system uses the model
in scenario 1, combined with the MMR, method to eliminate overlapping information
in the summary. This scenario aims at evaluating the efficiency of applying the MMR
method to the system.

e Scenario 4 (M —BERT+CN N + Encoder — Decoder+FC+TF —IDF+ MM R): The
system uses the model in Scenario 2, combining with the MMR method to eliminate
overlap information in the summary.

Our system was trained on Google Colab using GPU V100, RAM 25Gb. Our experiments
used the initial learning rate of 2.1073 over 10 epochs, the batch size of 32 and the train
time of approximately 29 hours for the CNN dataset and 63 hours for the Baomoi dataset.
After each epoch, the learning rate was automatically reduced by 10% using the scheduling
mechanism in the PyTorch” library until reaching the end of the last epoch.

The system performance was evaluated by R — 1, R — 2, and R — L scores, computed by

using the rouge—score 0.0.4 library.

Experimental results with the above—mentioned four scenarios are shown in Table 3

belcg’%‘enario 2 gains higher results than Scenario 1, with the support of the encoder-decoder.
The values of R — 1, R — 2, and R — L in Scenario 2 increase 0.33%, 0.68%, and 0.16%

* Available at http://stanfordnlp.github.io/CoreNLP /

® Available at http://github.com/vncorenlp/VnCoreNLP/

6 Available at http://github.com/google-research/google-research /tree/master /rouge/
" Available at https://github.com/pytorch /pytorch/
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Table 8. Experimental results with the four scenarios

Scenarios CNN
R-1 | R-2 | R-L
Scenario 1 (M-BERT+CNN+FC+TF-IDF) 31.62 | 12.01 | 28.57
Scenario 2 (M-BERT+CNN-+Encoder-Decoder+FC+TF-IDF) 31.95 | 12.69 | 28.76
Scenario 3 (M-BERT+CNN+FC+TF-IDF+MMR) 32.54 | 12.60 | 29.52
Scenario 4 (M-BERT+CNN-+Encoder-Decoder+FC+TF-IDF+MMR) | 32.64 | 13.04 | 29.53

respectively, comparing to Scenario 1. Scenario 3, which is the combination of the MMR
method into Scenario 1 to eliminate redundant information in the summary, provides better
results than Scenario 1. Table 4 shows that Scenario 4 is the best result among the four
scenarios. It proves the importance of the TF-IDF feature, the Encoder — Decoder, and the

MMR method in the text summarization task.

To exam the generality of our approach, we also carried out experiments with a Viet-
namese dataset (Baomoi), using our best model (Scenario 4). This experiment obtained

54.67%, 25.26%, and 37.48% for the R — 1, R — 2, and R — L scores, respectively.

Table 4 shows an example of our system’s output on the CNN dataset. The source text

of this summary is in Appendix 1.

Table 4. An example of the system’s output on the CNN dataset

Human

“The Cold War has been over for a long time," President Obama says. The thaw in ties has domi-
nated discussion at the Summit of the Americas in Panama. The top leaders from the United States
and Cuba haven’t met for substantive talks in more than 50 years.

Our system’s summary

Panama City, Panama(CNN)Ending a decades-long standstill in U.S.-Cuba relations, President
Barack Obama met for an hour Saturday with his Cuban counterpart Raul Castro, the first time the
two nations’ top leaders have sat down for substantive talks in more than 50 years. The meeting in
a small conference room on the sidelines of the Summit of the Americas came as the two countries
work to end the Cold War enmity that had led to a total freeze of diplomatic ties. “The Cold War
has been over for a long time," Obama said during opening remarks at the summit Saturday.

Table 5 shows an example of our system’s output on the Baomoi dataset. The source

text of this summary is in Appendix 2.

Table 5. An example of the system’s output on the Baomoi dataset

Human

Dang chay, chiéc xe con b4t ngd leo 1&n dai phan céch lan dudng & ddu cAu Bén Thuy. Vu tai nan
khién giao théng uin tic khoang 1 gid dong hd.

Our system’s summary

Theo d6, vao khoang thdi gian trén, khi chiéc xe con mang BKS: 37A-048.45 dang diéu khién xe
luu théng theo hudng B3c - Nam bAt ngd lao 1én dai phan céch lan dudng 6 t6 va xe méy. Cac nhan
vién clia tram soat vé cau Bén Thuy d3 phai ra diéu tiét giao thong, trénh un tic nghiém trong
trén tuyén dudng.
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5.4. Evaluation and comparison

To evaluate our system, we reimplemented some basic methods to be used as the base-
line systems, including LexRank [12], LEAD [40], and TextRank [26]. These methods were
chosen because they provided good results in extractive summarization and easy to imple-
ment. These systems were experimented with the CNN and Baomoi datasets. In addition, we
compared our system with the state-of-the-art models in [31] which used deep learning and
reinforcement learning techniques. Two models in [31] that were compared with our system
are REFRESH and Cheng and Lapata’s one. Since the models in [31] are hard to reimple-
ment, we reused the results reported in that paper for the CNN dataset. Table 6 shows the
performance comparison between our system and the systems mentioned above, using the
CNN and Baomoi datasets.

Table 6. Comparison and evaluation results of the methods. Marks with ‘*’ denotes the systems that
we re-implement, marks with ‘-> denotes that the systems do not implement on the corresponding
dataset (Note that our model is M-BERT+CNN+Encoder-Decoder +FC+TF-IDF+MMR).

CNN Baomoi

Methods R1| R2 | RL | R1 | R2 | R-L
LexRank [12]* 229 | 66 | 172 | 385 | 17.0 | 289
LEAD [40]* 29.0 10.7 19.3 46.5 20.3 30.8
TextRank [26]* 26.0 7.3 19.2 44.7 19.2 32.9
Cheng and Lapata [31] | 284 10.0 25.0 - - -
REFRESH [31] 304 | 117 | 269 - - -
Our model 32.67 | 13.04 | 29.53 | 54.67 | 25.26 | 37.48

Tables 6 indicates that our proposed system is more efficient than LexRank, TextRank,
LEAD, and modern models in [31]. The nearest model to ours is REFRESH, which also uses
the convolutional layer and the max pooling layer to encode input sentences. Our model
is different from the REFRESH in several points. The M-BERT is applied to our system
to obtain token embeddings of the input sentences, which are used as the input for the
convolutional layer and k-max pooling layer. We believe that this is a powerful way to
represent the input text. The biLSTM which is used in our encoder-decoder provides more
information than the LSTM using in the REFRESH. Experimental results in Table 6 have
shown that integrating the TF-IDF information and the MMR technique into the system
providing better performance than the REFRESH.

There are only a few works on Vietnamese text summarization. Most of them used small
datasets with different characteristics than ours to evaluate the system. Therefore, we cannot
compare our models with such systems. Nguyen et al. [38] used a set of 30 articles collecting
from Vietnamese newspapers with the summaries being generated manually by selecting
salient sentences and compressing them. Truong and Nguyen [37] used two datasets, one
with only five paragraphs, and another with 25 articles. Nguyen [15] constructed a dataset
of 300 articles, with the summary being generated manually by human. The author used
different measures than us to evaluate the result.

The research whose evaluation dataset is quite similar to us is Lam et al. [21]. This
dataset was collected automatically from newspapers with 31,429 articles for training, 5, 893
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articles for validating, and 1,964 articles for testing. The evaluation results on the test set
are 39%, 31.4%, 36.7% Fj;—score for R — 1, R — 2, and R — L, respectively. Our F}—scores
of R—1 and R — L are higher than that of the system in [21], but the R — 2 score is a little
lower. However, since the dataset in [21] is smaller than ours, the above comparison only has
a relative meaning.

We also reimplemented the method in [22] and compared it with our system using the
DUC 2001/DUC 2002 dataset. The system in [22] uses word embeddings to represent text
and CNN to extract summarizing sentences. Since the approach in [22]| is not suitable for
the Vietnamese language, we did not compare this approach with ours using the Baomoi
dataset. Experimental results with the DUC 2001 as the training dataset and the DUC 2002
as the test one are shown in Table 7. Since we only find one research [22] using the same
dataset, we compare our system with that research.

Table 7. Experimental results on the DUC 2001 and DUC 2002 datasets. Marks with ‘*’ denotes the
system re-implemented by us. Marks with ‘-’ denotes that the system was not implemented on the
corresponding dataset.

DUC 2001/DUC 2002
Methods Ro1 R-/2 R
Laugier et al.[22] 42.48 | 16.96 -
Laugier et al.[22]* 41.83 | 16.78 -
M-BERT+CNN+Encoder-Decoder+FC+TF-IDF+MMR . | 48.29 | 23.40 43.80

Table 7 points out that our proposed system providing significant improvement com-
paring to the system in [22]. Experiments above have proved that our proposed system
can provide promising results with both English and Vietnamese languages, comparing to
existing research in extractive text summarization.

6. CONCLUSION AND FUTURE WORKS

The paper has proposed an efficient extractive single-document summarization system
using the M-BERT model to embed the input document, combining with the TF-IDF feature
as input for the model that uses the CNN (with k-max pooling), the Encoder-Decoder, the
FC layer, and the MMR method to generate a summary. Experiments with the proposed
system on the DUC 2001, DUC 2002, CNN datasets (for English), and the Baomoi dataset
(for Vietnamese) provided better results than existing methods that were published. These
results show that our proposed text summarization system has been highly effective for
both English and Vietnamese text. In the proposed system, we used the M-BERT model
to embed the input document that was limited in length (since the M-BERT model limits
the length of the input document). In the future, we will apply the optimized pre-trained
BERT models, such as RoOBERTa [24], PhoBERT [32] to embed the input document, or the
Generative Pre-Training (GPT)|[36] to further improve the quality of the system’s summary.
A method to replace the biLSTM in the encoder-decoder by a transformer is also considered
in our future work. In addition, we will investigate a method to apply the proposed single-
document summarization model to develop a multi-document summarization system for both
English and Vietnamese languages in our next research.



138 TUAN LUU MINH et al.
APPENDIXES

Appendix 1: A source text in the CNN dataset

Panama City, Panama (CNN) Ending a decade - long standstill in U.S. - Cuba relations,
President Barack Obama met for an hour Saturday with his Cuban counterpart Raul Castro,
the first time the two nations’ top leaders have sat down for substantive talks in more than
50 years. The meeting in a small conference room on the sidelines of the Summit of the
Americas came as the two countries work to end the Cold War enmity that had led to a
total freeze of diplomatic ties. And while both leaders proclaimed progress had been made,
a key stumbling block — Cuba’s place on the U.S. list of countries that sponsor terror —
remained unresolved. "This is obviously an historic meeting, "Obama said at the beginning
of his session with Castro, claiming that decades of strain had done little to benefit either
Cubans or citizens of the United States. "It was time for us to try something new," he said.
"We are now in a position to move on a path toward the future. "Castro, who earlier in
the day said he trusted Obama, acknowledged there would be difficult stumbling blocks as
his nation works to repair ties with the United States. But he said those differences could
be surmounted. "We are willing to discuss everything, but we need to be patient, very
patient," Castro said. "We might disagree on something today on which we could agree
tomorrow. "Speaking to reporters after his session with Castro, Obama said the meeting
was "candid and fruitful" and could prove to be a "turning point" in his push to defrost ties
with Cuba. But he said he hadn’t yet decided whether to remove Cuba’s designation as a
state sponsor of terror, an outcome that had previously been expected during the summit.
The State Department provided Obama with a review of the terror status this week. "l want
to make sure | have a chance to read it, study it before we announce publicly what the
policy outcome is going to be," Obama said. "But in terms of the overall direction of Cuba
policy, | think there is a strong majority both in the United States and in Cuba that says
our ability to engage, to open up commerce and travel and people to people exchanges is
ultimately going to be good for Cuban people. "On Friday night, Obama and Castro greeted
each other courteously amid an explosion of camera flashes, shaking hands before dining
at the inaugural session of the conference. The two sat at the same table but not directly
next to one another. Before Obama arrived in Panama on Wednesday, he spoke with Castro
by phone, laying the groundwork for what will become a new era of relations between the
neighboring countries. "The Cold War has been over for a long time, "Obama said during
opening remarks at the summit Saturday. "I'm not interested in having battles, frankly, that
began before | was born. "That exhortation, however, seemed to be lost on Castro himself,
who expanded what was meant to be a six - minute speech into a 50 - minute address
lecturing leaders on Cuba’s revolution and giving a litany of perceived grievances to Cuba
over the past 50 years. But he distinguished Obama from past American presidents, saying
he respected Obama’s move toward reconciliation. "In my opinion, President Obama in an
honest man, "Castro said through an interpreter. "l admire him, and | think his behavior has
a lot to do with his humble background. "U.S. administration official said Castro’s long list
of grievances was expected, despite the move toward diplomatic ties. "(What's) unique and
new is what he said about the president, "the official said of Castro’s praise for Obama.
Obama announced in December that he was seeking to renew diplomatic relations with
Cuba after half a century of strife, including eventually opening embassies in Washington
and Havana. Obama set to test engagement doctrine with Cuba in Panama.
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His meeting with Castro on Saturday isn’t being billed as a formal bilateral session, but
Obama’s aides are still characterizing the event as the highest - level engagement with
the Cuban government since then - Vice President Richard Nixon met with Fidel Castro
in 1959. "We're in new territory here, "Ben Rhodes, Obama’s deputy national security
adviser, said Friday. "The reason we're here is because the President strongly believes that
an approach that was focused entirely on isolation, focused entirely on seeking to cut off the
Cuban people from the United States of America had failed. "The overtures to Cuba have
not been universally popular in the United States; some lawmakers were irate that Obama
was seeking to engage what they regard as a corrupt government. "A recommendation to
remove Cuba from the list of State Sponsors of Terrorism would represent another significant
misstep in a misguided policy, "Sen. Bob Menendez, a Democrat who used to the chair the
Foreign Relations Committee, wrote in a statement last week. In Latin America, however,
Obama was receiving a warm welcome after announcing he was seeking to engage Havana
in talks over reopening embassies and removing barriers to commerce and travel. 9 things
you wanted to ask about the Cuban embargo He noted to applause during a session Friday
that this was the first summit with Cuba in attendance. And he's cast the decision to
reopen the U.S. relationship with Cuba as beneficial to the entire hemisphere, which has
also embraced his immigration executive action. But even as Obama landed in Panama,
the longstanding gulfs between the two countries ' governments were on display. Dissidents
opposed to Castro’s regime were violently accosted this week by supporters of the Cuban
government, a scuffle the White House said was unacceptable. "As we move toward the
process of normalization, we'll have our differences, government to government, with Cuba
on many issues — just as we differ at times with other nations within the Americas, just as
we differ with our closest allies," Obama said at a meeting of civil society leaders Friday.
"There's nothing wrong with that." "But | 'm here to say that when we do speak out,
we're going to do so because the United States of America does believe, and will always
stand for, a certain set of universal values, "he said. The long history between the U.S.
and Cuba Obama closed out his time in Panama with a news conference where he covered
topics ranging from Hillary Clinton’s expected presidential announcement to his framework
deal with Iran on its nuclear program. The President had pointed criticism for Sen. John
McCain, R - Arizona. Earlier this week, McCain accused Secretary of State John Kerry
of intentionally mischaracterizing what the sides had agreed to in the Iran nuclear deal.
"John Kerry is delusional, "McCain said on the Hugh Hewitt show, a conservative talk
radio program, adding that the view from the Supreme Leader of Iran of the provisions
agreed to" is probably right, " rather than what the United States maintains are the agreed
provisions. While discussing the Iran agreement Saturday, Obama brought up those remarks
without being asked. "When | hear someone like Sen. McCain recently suggest that our
secretary of state, John Kerry, who served in the United States Senate, (is) a Vietnam
veteran, who's provided exemplary service to this nation, is somehow less trustworthy of
the interpretation of what's in a political agreement than the Supreme Leader of Iran, that's
an indication of the degree to which partisanship has crossed all boundaries," he said at the
news conference. After the President’s remarks, McCain tweeted "So Pres. Obama goes to
# Panama, meets with Castro and attacks me - | 'm sure Raul is pleased." As for his 2008
Democratic rival, Obama said, "If she decides to run, if she makes an announcement, she’s
going to have some strong messages to deliver," he said.
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Appendix 2: A source text in the Baomoi dataset

Vu tai nan ndi trén x3y ra vao khodng 23h15 ngay 19/1, tai cAu Bén Thuy, trén Qubc 16
1A. Theo dé, vao khoang thai gian trén, khi chiéc xe con mang BKS: 37 A-048. 45 dang
didu khién xe luu théng theo huéng Bic - Nam bit ngd lao lén dai phan cich lan dudng
6 t6 va xe may. Hién trudng vu tai nan. Sau ci ddm manh, dau chiéc xe con bi hu hdng,
toan bd chiéc xe con bi n3m géc trén dai phan cach dudng. Nhiing ngudi ngdi trén chiéc
xe con ndy di khéng c6 ai bi thuong. Do budn ngl, thay vi di sang lan dudng cho 6 t8,
chiéc xe con nay chon con dudng riéng bing céch leo 1&n dai phan cach. Ngay sau khi vu
tai nan xdy ra, chli xe d3 tién hanh goi cttu hd giao thong dé&n dé giai ctru chiéc xe nay. Tuy
nhién, phai mit gn gid déng hd sau, chiéc xe nay mdi tach ra khéi dai phan céch. Sau khi
"I3" leo lén dai phan céch, ddu cla chiéc xe d3 bi hu hdng ning. Vu tai nan x3y ra ngay
trén dau cau nén di khién giao théng qua day bi hdn loan. Cac nhan vién clia tram soét
vé cau Bén Thuy d3 phai ra diéu tiét giao thong, trdnh un tic nghiém trong trén tuyén
dudng. Sau khi bi tai nan, chl xe d3 goi dién nhg xe cltu hd dén dé gidi quyét vu viéc.
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