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#### Abstract

The purpose of the present paper is to study the computation complexity of deep ReLU neural networks for approximation of functions in Hölder-Nikol'skii spaces of mixed smoothness $H_{\infty}^{\alpha}\left(\mathbb{I}^{d}\right)$ on the unit cube $\mathbb{I}^{d}:=[0,1]^{d}$. In this context, for any function $f \in H_{\infty}^{\alpha}\left(\mathbb{I}^{d}\right)$, we explicitly construct nonadaptive and adaptive deep ReLU neural networks having an output that approximates $f$ with a prescribed accuracy $\varepsilon$, and prove dimension-dependent bounds for the computation complexity of the approximation, characterized by the size and depth of this deep ReLU neural network, explicitly in $d$ and $\varepsilon$. Our results show the advantage of the adaptive method of approximation by deep ReLU neural networks over nonadaptive one.
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## 1. INTRODUCTION

Neural networks and their applications have been of great interest for almost 80 years, started from the foundational works of McCulloch and Pitts [25], Hebb [19] and of Rosenblatt [31]. Recently, deep neural networks have been successfully applied to a wide variety of Machine Learning problems [22, 23, 38]. A typical deep neural network model is based on a hierarchy of composition of linear functions and a given nonlinear activation function. Among all the activation functions, Rectified Linear Unit (ReLU) activation $\max (0, x)$ is the most commonly used in deep neural networks. Compared to traditional nonlinear activation functions (tanh and sigmoid), the ReLU function provides the same benefits but accelerates the training speed of deep neural networks since its gradient is very simple (either 0 or 1

[^0]depending on the sign of input). Deep ReLU neural networks do not need to take additional time for computing error terms during training phase. Deep ReLU neural networks has found many applications in different fields such as computer vision $[10,18]$ and speech recognition [24, 35].

It is observed that there is a closed relation between approximating by deep ReLU networks and B-spline interpolation and quasi-interpolation representation, in particular by piecewise linear functions. There have been numerous papers addressing the expressive power of deep ReLU neural networks in approximating different sets of functions such as analytic functions [8, 26], differentiable functions [29, 39], oscillatory functions [14], functions in isotropic Sobolev or Besov spaces [1, 7, 11, 16, 40], functions with dominating mixed smoothness [27, 34] or in approximating solutions to partial differential equations [9, 28, 33], to mention just a few. The main advantage of deep ReLU neural networks in approximating functions is that they can output compositions of functions cheaply and consequently improve the convergence rate of approximation error, see $[7,8,39]$. We refer the reader to recent surveys $[14,30]$ for results in deep ReLU neural network approximation theory.

Function spaces having mixed smoothness appear naturally in many models of real world problem in mathematical physics, finance and other fields. For instance, in a recent work on regularity properties of solutions of the electronic Schrödinger equation, Yserentant [41] has shown that the eigenfunctions of the electronic Schrödinger operator have a certain mixed smoothness. Triebel [37, Chapter 6] has indicated a relation between Faber bases and sampling recovery in the context of spaces with mixed smoothness and solutions of NavierStokes equations. In particular, when initial data belongs to spaces with mixed smoothness, Navier-Stokes equations admit a unique solution. In mathematical finance, many problems are expressed as the expectation of some payoff function depending on quantities, such as stock prices, which are solutions of stochastic equations governed by Brownian motions. The payoff function normally has kinks and jumps and belongs to a very high dimensional space. To approximate the expected value one can apply preliminary integration method with respect to a single well chosen variable to obtain a function of $d-1$ variables which belongs to appropriate mixed Sobolev spaces in which Quasi-Monte Carlo can be applied efficiently, see [13] and references therein. For a survey on various aspects of high-dimensional approximation of functions having a mixed smoothness we refer the reader to the book [5].

In approximation theory, modern problems driven by a lot of applications in Information Technology, Mathematical Finance, Chemistry, Quantum Mechanics, Meteorology, and, in particular, in Uncertainty Quantification and Deep Machine Learning are being formulated in very high dimensions. Many times, numerical methods for such problems may demand computational cost increasing exponentially in dimension when the accuracy increases and as a consequence the method becomes intractable when the dimension of input data is large. This phenomenon is called "curse of dimensionality". Hence, the problem of estimating dimension-dependent error in high-dimensional approximation problems arises naturally. Hyperbolic crosses and sparse grids promise to rid the "curse of dimensionality" in some problems when high-dimensional data belongs to certain classes of functions having mixed smoothness. Approximation methods and sampling algorithms for functions having mixed smoothness constructed on hyperbolic crosses and sparse grids give a surprising effect since hyperbolic crosses and sparse grids have the number of elements much less than those of standard domains and grids but give the same approximation error. This essentially reduces
the computational cost, and therefore makes the problem tractable.
In the recent paper [3], we have studied the approximation by deep ReLU neural networks, of functions from the Hölder-Zygmund space of mixed smoothness defined on the unit cube $\mathbb{I}^{d}$ when the dimension $d$ may be very large. The approximation error is measured in the norm of the isotropic Sobolev space. For any function $f$ from this space, we explicitly constructed a deep ReLU neural network having an output that approximates $f$ with a prescribed accuracy $\varepsilon$, and proved tight dimension-dependent estimates of the computation complexity of this approximation, characterized as the size and depth of this deep ReLU neural network, explicitly in $d$ and $\varepsilon$.

The purpose of the present paper is to study the computation complexity of deep ReLU neural networks for approximation of Hölder-Nikol'skii functions having mixed smoothness on the unit cube $\mathbb{I}^{d}:=[0,1]^{d}$. Let us introduce the space $H_{\infty}^{\alpha}\left(\mathbb{T}^{d}\right)$ of our interest. For univariate functions $f$ on $\mathbb{I}:=[0,1]$, the difference operator $\Delta_{h}$ is defined by

$$
\Delta_{h} f(x):=f(x+h)-f(x),
$$

for all $x$ and $h \geqslant 0$ such that $x, x+h \in \mathbb{I}$. If $u$ is a subset of $\{1, \ldots, d\}$, for multivariate functions $f$ on $\mathbb{I}^{d}$ the mixed difference operator $\Delta_{\boldsymbol{h}, u}$ is defined by

$$
\Delta_{h, u}:=\prod_{i \in u} \Delta_{h_{i}}, \quad \Delta_{\boldsymbol{h}, \varnothing}=\mathrm{Id},
$$

for all $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right)$ and $\boldsymbol{h}=\left(h_{1}, \ldots, h_{d}\right)$ such that $\boldsymbol{x}, \boldsymbol{x}+\boldsymbol{h} \in \mathbb{I}^{d}$. Here the univariate operator $\Delta_{h_{i}}$ is applied to the univariate function $f$ by considering $f$ as a function of variable $x_{i}$ with the other variables held fixed. If $0<\alpha \leqslant 1$, we introduce the semi-norm $|f|_{H_{\infty}^{\alpha}(u)}$ for functions $f \in C\left(\mathbb{I}^{d}\right)$ by

$$
|f|_{H_{\infty}^{\alpha}(u)}:=\sup _{\boldsymbol{h}>0} \prod_{i \in u} h_{i}^{-\alpha}\left\|\Delta_{\boldsymbol{h}, u}(f)\right\|_{C\left(\mathbb{I}^{\mathbb{d}}(\boldsymbol{h}, u)\right)}
$$

(in particular, $\left.|f|_{H_{\infty}^{\alpha}(\varnothing)}=\|f\|_{C\left(\mathbb{I}^{d}\right)}\right)$, where $\mathbb{I}^{d}(\boldsymbol{h}, u):=\left\{\boldsymbol{x} \in \mathbb{I}^{d}: x_{i}+h_{i} \in \mathbb{I}, i \in u\right\}$. The Hölder-Nikol'skii space $H_{\infty}^{\alpha}\left(\mathbb{I}^{d}\right)$ of mixed smoothness $\alpha$ then is defined as the set of functions $f \in C\left(\mathbb{T}^{d}\right)$ for which the norm

$$
\|f\|_{H_{\infty}^{\alpha}(\mathbb{I} d)}:=\max _{u \subset\{1, \ldots, d\}}|f|_{H_{\infty}^{\alpha}(u)}
$$

is finite. From the definition we have that $H_{\infty}^{\alpha}\left(\mathbb{I}^{d}\right) \subset C\left(\mathbb{I}^{d}\right)$. Denote by $\grave{C}\left(\mathbb{I}^{d}\right)$ the set of all functions $f \in C\left(\mathbb{I}^{d}\right)$ vanishing on the boundary $\partial \mathbb{I}^{d}$ of $\mathbb{I}^{d}$, i.e., the set of all functions $f \in C\left(\mathbb{I}^{d}\right)$ such that $f(x)=0$ if $x_{j}=0$ or $x_{j}=1$ for some index $j \in\{1, \ldots, d\}$. Denote by $\stackrel{\circ}{U}_{\infty}^{\alpha, d}$ the set of all functions $f$ in the intersection $\dot{H}_{\infty}^{\alpha}\left(\mathbb{I}^{d}\right):=H_{\infty}^{\alpha}\left(\mathbb{I}^{d}\right) \cap \stackrel{C}{C}\left(\mathbb{I}^{d}\right)$ such that $\|f\|_{H_{\infty}^{\alpha}\left(\mathbb{I}^{d}\right)} \leqslant 1$.

As a continuation of [3], the present paper investigates nonadaptive and adaptive highdimensional approximation by deep ReLU neural networks for functions from the classes $\dot{U}_{\infty}^{\alpha, d}$. The approximation error is measured in the norm of $L_{\infty}\left(\mathbb{I}^{d}\right)$. In this context, we pay attention on the computation complexity of the deep ReLU networks, characterized by the size and depth of this deep ReLU neural network, explicitly in $d$ and tolerance $\varepsilon$. A key tool for explicit construction of approximation methods by deep ReLU networks for functions in $H_{\infty}^{\alpha}\left(\mathbb{I}^{d}\right)$ is truncations of tensorized Faber series.

The main contribution of the present paper is as follows.
Based on the decomposition of continuous functions by tensorized Faber series, for any $f \in \dot{U}_{\infty}^{\alpha, d}$ we explicitly construct a deep ReLU neural network $\Phi_{\varepsilon}(f)$ having the output that
approximates $f$ in the $L_{\infty}\left(\mathbb{T}^{d}\right)$-norm with a prescribed accuracy $\varepsilon$ and having computation complexity expressing the dimension-dependent size

$$
\begin{equation*}
W\left(\Phi_{\varepsilon}(f)\right) \leqslant C_{\alpha} d\left(\frac{K_{1}^{d}}{(d-1)!}\right)^{\frac{1}{\alpha}+1} \varepsilon^{-\frac{1}{\alpha}} \log \left(2 \varepsilon^{-1}\right)^{(d-1)\left(\frac{1}{\alpha}+1\right)+1} \tag{1}
\end{equation*}
$$

where $K_{1}=B^{1 /(\alpha+1)} 4 \alpha^{-1}$ with $B=\left(2^{\alpha}-1\right)^{-1}$. The idea in proving the above result is to use truncation of Faber series $R_{n}(f)$ as an intermediate approximation. Precisely, we first approximate function $f \in \dot{U}_{\infty}^{\alpha, d}$ by $R_{n}(f)$ and then approximate $R_{n}(f)$ by a deep ReLU network.

The advantage of this method is that the deep ReLU neural networks are easily constructed and they have the same architecture for all functions in $\stackrel{\circ}{~}_{\infty}^{\alpha, d}$, i.e., it is nonadaptive. However, since this method uses $R_{n}(f)$ as an intermediate approximation, a disadvantage of it is that the computation complexity of deep ReLU networks is not better than that when approximating functions $f \in \dot{U}_{\infty}^{\alpha, d}$ by the linear method $R_{n}(f)$.

To overcome this disadvantage we develop a technique used in [40] and [7] for the univariate case. By this, we first represent the difference $f-R_{n}(f)$ in a special form and then approximate terms in this representation by deep ReLU networks. We emphasize that extension of technique in [40] and [7] to multivariate case and mixed smoothness is non-trivial task since one needs to construct a set of finite cardinality to approximate functions in $\dot{U}_{\infty}^{\alpha, d}$. For any $f \in \dot{U}_{\infty}^{\alpha, d}$ we explicitly construct a deep ReLU neural network $\Phi_{\varepsilon}(f)$ of adaptive architecture having the output that approximates $f$ in the $L_{\infty}\left(\mathbb{I}^{d}\right)$-norm with a prescribed accuracy $\varepsilon$ and having a size estimated by

$$
\begin{equation*}
W\left(\Phi_{\varepsilon}(f)\right) \leqslant C_{\alpha} d^{2}\left(\frac{K_{2}^{d}}{(d-1)!}\right)^{\frac{2}{\alpha}+2} \varepsilon^{-\frac{1}{\alpha}}\left(\log \left(2 \varepsilon^{-1}\right) \log \log \left(2 \varepsilon^{-1}\right)\right)^{\left(1+\frac{1}{\alpha}\right)(d-1)} \tag{2}
\end{equation*}
$$

where $K_{2}=4\left(2^{\alpha+3} B\right)^{\frac{1}{2 \alpha+2}}\left(\alpha^{-1} \log \left(2 \alpha^{-1}\right)\right)^{1 / 2}$. Comparing (1) and (2) we find the later estimation improves $\log \left(2 \varepsilon^{-1}\right)$. Notice that the terms in right-hand side of both (1) and (2) which depend on dimension $d$ only decay as fast as super exponential in $d$.
The outline of this paper is as follows. In Section 2, we introduce necessary definitions and elementary facts on deep ReLU neural networks. Section 3 is devoted to recall a decomposition of continuous functions on the unit cube $\mathbb{I}^{d}$ by Faber system and approximation of functions $f \in \dot{U}_{\infty}^{\alpha, d}$ by truncations of Faber series $R_{n}(f)$ as well as by sets of finite cardinality. In Section 4, we explicitly construct nonadaptive deep ReLU neural networks that approximate functions in $\dot{U}_{\infty}^{\alpha, d}$ and prove upper estimates for size and the depth required. Section 5 presents an improvement for approximation by adaptive deep ReLU neural networks of the results obtained in Section 4. In Section 6, we give an application of our results in numerical approximation of solutions to elliptic partial differential equations. Conclusions are given in Section 7.
Notation. As usual, $\mathbb{N}$ is the natural numbers, $\mathbb{Z}$ the integers, $\mathbb{R}$ the real numbers and $\mathbb{N}_{0}:=\{s \in \mathbb{Z}: s \geqslant 0\} ; \mathbb{N}_{-1}=\mathbb{N}_{0} \cup\{-1\}$. The letter $d$ is reserved for the underlying dimension of $\mathbb{R}^{d}, \mathbb{N}^{d}$, etc. If $x \in \mathbb{R},|x|$ is defined to be the largest integer no larger than $x$. Vectorial quantities are denoted by boldface letters and $x_{i}$ denotes the $i$ th coordinate of $\boldsymbol{x} \in \mathbb{R}^{d}$, i.e., $\boldsymbol{x}:=\left(x_{1}, \ldots, x_{d}\right)$. For $\boldsymbol{x} \in \mathbb{R}^{d}$, we denote $|\boldsymbol{x}|_{p}:=\left(\left|x_{1}\right|^{p}+\ldots+\left|x_{d}\right|^{p}\right)^{1 / p}$ if $0<p<\infty,|\boldsymbol{x}|_{\infty}=\max \left\{\left|x_{1}\right|, \ldots,\left|x_{d}\right|\right\}, \operatorname{supp}(\boldsymbol{x})=\left\{j: x_{j} \neq 0\right\}$ and $2^{x}:=\left(2^{x_{1}}, \ldots, 2^{x_{d}}\right)$. If $\boldsymbol{k}, \boldsymbol{s} \in \mathbb{N}_{0}^{d}$, we denote $2^{-\boldsymbol{k}} \boldsymbol{s}:=\left(2^{-k_{1}} s_{1}, \ldots, 2^{-k_{d}} s_{d}\right)$. We use the abbreviation: $L_{\infty}:=L_{\infty}\left(\mathbb{I}^{d}\right)$
and $\|\cdot\|_{\infty}:=\|\cdot\|_{L_{\infty}}$. Universal constants or constants depending on parameters $\alpha, d$ are denoted by $C$ or $C_{\alpha, d}$, respectively. Values of constants $C$ and $C_{\alpha, d}$ in general, are not specified except the case when they are precisely given, and may be different in various places. $|A|$ denotes the cardinality of the finite set $|A|$.

## 2. DEEP RELU NEURAL NETWORKS

In this section we introduce necessary definitions and elementary facts on deep ReLU neural networks. There is a wide variety of neural network architectures and each of them is adapted to specific tasks. We only consider feed-forward deep ReLU neural networks such that only connections between neighboring layers are allowed.
Definition 1. Let $d, L \in \mathbb{N}, L \geqslant 2, N_{0}=d$, and $N_{1}, \ldots, N_{L} \in \mathbb{N}$. Let $\boldsymbol{W}^{\ell}=\left(w_{i, j}^{\ell}\right)$, $\ell=1, \ldots, L$, be $N_{\ell} \times N_{\ell-1}$ matrix, and $\boldsymbol{b}^{\ell}=\left(b_{j}^{\ell}\right) \in \mathbb{R}^{N_{\ell}}$.

- A neural network $\Phi$ with input dimension $d$ and $L$ layers is a sequence of matrix-vector tuples

$$
\Phi=\left(\left(\boldsymbol{W}^{1}, \boldsymbol{b}^{1}\right), \ldots,\left(\boldsymbol{W}^{L}, \boldsymbol{b}^{L}\right)\right) .
$$

We will use the following terminology.

- The number of layers $L(\Phi)=L$ is the depth of $\Phi$;
- $N_{w}(\Phi)=\max _{\ell=0, \ldots, L}\left\{N_{\ell}\right\}$ is the width of $\Phi ; \boldsymbol{N}(\Phi)=\left(N_{0}, N_{1}, \ldots, N_{L}\right)$ the dimension of $\Phi$;
- The real numbers $w_{i, j}^{\ell}$ and $b_{j}^{\ell}$ are edge and node weights of $\Phi$, respectively;
- The number of nonzero weights $w_{i, j}^{\ell}$ and $b_{j}^{\ell}$ is the size of $\Phi$ and denoted by $W(\Phi)$;
- When $L(\Phi) \geqslant 3, \Phi$ is called a deep neural network, and otherwise, a shallow neural network.
- A neural network architecture $\mathbb{A}$ with input dimension $d$ and $L$ layers is a neural network

$$
\mathbb{A}=\left(\left(\boldsymbol{W}^{1}, \boldsymbol{b}^{1}\right), \ldots,\left(\boldsymbol{W}^{L}, \boldsymbol{b}^{L}\right)\right)
$$

where elements of $\boldsymbol{W}^{\ell}$ and $\boldsymbol{b}^{\ell}, \ell=1, \ldots, L$, are in $\{0,1\}$.
The above defined networks are sometimes called standard networks to distinguish with networks allowing for connections of neurons in non-neighboring layers. A deep neural network can be visualized in a graph. The graph associated with a deep neural network $\Phi$ defined in Definition 1 consists of $L+1$ layers which are numbered from 0 to $L$. The $\ell$ th layer has $N_{\ell}$ nodes which are numbered from 1 to $N_{\ell}$. If $w_{i, j}^{\ell} \neq 0$, then there is an edge connecting the node $j$ in the layer $\ell-1$ to the node $i$ in the layer $\ell$. In Figure 1 we illustrate a deep neural network with input dimension 3 and 5 layers.
Definition 2. Given $L \in \mathbb{N}, L \geqslant 2$, and a neural network architecture $\mathbb{A}=\left(\left(\overline{\boldsymbol{W}}^{1}, \overline{\boldsymbol{b}}^{1}\right), \ldots\right.$, $\left.\left(\overline{\boldsymbol{W}}^{L}, \overline{\boldsymbol{b}}^{L}\right)\right)$. We say that a neural network $\Phi=\left(\left(\boldsymbol{W}^{1}, \boldsymbol{b}^{1}\right), \ldots,\left(\boldsymbol{W}^{L}, \boldsymbol{b}^{L}\right)\right)$ has architecture $\mathbb{A}$ if

- $\boldsymbol{N}(\Phi)=\boldsymbol{N}(\mathbb{A})$;
- $\bar{w}_{i, j}^{\ell}=0$ implies $w_{i, j}^{\ell}=0, \bar{b}_{i}^{\ell}=0$ implies $b_{i}^{\ell}=0$ for all $i=1, \ldots, N_{\ell}, j=1, \ldots, N_{\ell-1}$, and $\ell=1, \ldots, L$. Here $\bar{w}_{i, j}^{\ell}$ are entries of $\overline{\boldsymbol{W}}^{\ell}$ and $\bar{b}_{i}^{\ell}$ are elements of $\overline{\boldsymbol{b}}^{\ell}, \ell=1, \ldots, L$.


Figure 1: The graph associated to a deep neural network with input dimension 3 and 5 layers
For a given deep neural network $\Phi=\left(\left(\boldsymbol{W}^{1}, \boldsymbol{b}^{1}\right), \ldots,\left(\boldsymbol{W}^{L}, \boldsymbol{b}^{L}\right)\right)$, there exists a unique deep neural network architecture $\mathbb{A}=\left(\left(\overline{\boldsymbol{W}}^{1}, \overline{\boldsymbol{b}}^{1}\right), \ldots,\left(\overline{\boldsymbol{W}}^{L}, \overline{\boldsymbol{b}}^{L}\right)\right)$ such that

- $\boldsymbol{N}(\Phi)=\boldsymbol{N}(\mathbb{A})$;
- $\bar{w}_{i, j}^{\ell}=0 \Longleftrightarrow w_{i, j}^{\ell}=0, \bar{b}_{i}^{\ell}=0 \Longleftrightarrow b_{i}^{\ell}=0$ for all $i=1, \ldots, N_{\ell}, j=1, \ldots, N_{\ell-1}$, and $\ell=1, \ldots, L$.

We call this architecture $\mathbb{A}$ the minimal architecture of $\Phi$ (this definition is proper in the sense that any architecture of $\Phi$ is also an architecture of $\mathbb{A}$ ).

A deep neural network is associated with an activation function which calculates output at each node. The choice of activation function depends on the problem under consideration. In this paper we focus our attention on ReLU activation function defined by $\sigma(t):=\max \{t, 0\}, t \in \mathbb{R}$. We will use the notation $\sigma(\boldsymbol{x}):=\left(\sigma\left(x_{1}\right), \ldots, \sigma\left(x_{d}\right)\right)$ for $\boldsymbol{x} \in \mathbb{R}^{d}$.

Definition 3. A deep ReLU neural network with input dimension $d$ and $L$ layers is a neural network

$$
\Phi=\left(\left(\boldsymbol{W}^{1}, \boldsymbol{b}^{1}\right), \ldots,\left(\boldsymbol{W}^{L}, \boldsymbol{b}^{L}\right)\right)
$$

in which the following computation scheme is implemented

$$
\begin{aligned}
\boldsymbol{z}^{0} & :=\boldsymbol{x} \in \mathbb{R}^{d} \\
\boldsymbol{z}^{\ell} & :=\sigma\left(\boldsymbol{W}^{\ell} \boldsymbol{z}^{\ell-1}+\boldsymbol{b}^{\ell}\right), \quad \ell=1, \ldots, L-1 \\
\boldsymbol{z}^{L} & :=\boldsymbol{W}^{L} \boldsymbol{z}^{L-1}+\boldsymbol{b}^{L}
\end{aligned}
$$

We call $\boldsymbol{z}^{0}$ the input and with an ambiguity denote $\Phi(\boldsymbol{x}):=\boldsymbol{z}^{L}$ the output of $\Phi$ and in some places we identify a deep ReLU neural network with its output.

Several deep ReLU neural networks can be combined to form a larger deep ReLU neural network whose output is a linear combination or composition of outputs of sub-networks. In the following, we introduce parallelization, concatenation and special construction.

Lemma 1 (Parallelization). Let $N \in \mathbb{N}, \Omega \subset \mathbb{R}^{d}$ be a bounded set, $\lambda_{j} \in \mathbb{R}, j=1, \ldots, N$. Let $\Phi_{j}, j=1, \ldots, N$ be deep ReLU neural networks with input dimension $d$. Then we can explicitly construct a deep ReLU neural network denoted by $\Phi$ so that

$$
\Phi(\boldsymbol{x})=\sum_{j=1}^{N} \lambda_{j} \Phi_{j}(\boldsymbol{x}), \quad \boldsymbol{x} \in \Omega
$$

with $L(\Phi)=\max _{j=1, \ldots, N}\left\{L\left(\Phi_{j}\right)\right\}$ and

$$
W(\Phi)=\sum_{j=1}^{N} W\left(\Phi_{j}\right)+\sum_{j: L\left(\Phi_{j}\right)<L(\Phi)}\left(L(\Phi)-L\left(\Phi_{j}\right)+2\right) \leqslant 3 N \max _{j=1, \ldots, N} W\left(\Phi_{j}\right) .
$$

The network $\Phi$ is called the Parallelization network of $\Phi_{j}, j=1, \ldots, N$.
A proof of Lemma 1 can be found in [3]. The last estimate in Lemma 1 is due to $2 \leqslant L \leqslant \max _{j=1, \ldots, N} W\left(\Phi_{j}\right)$.

Another way to construct a ReLU network whose output is a linear combination of outputs of other ReLU networks is to use special networks. A special deep ReLU neural network with input dimension $d$ can be defined as follows. In each hidden layer a special role is reserved for $d$ first (top) nodes and the last (bottom) node. Concatenation of top $d$ nodes and the bottom node in each layer to the corresponding nodes in the next layer form $d+1$ parallel channels. The nodes in these $d+1$ channel are free of activation. The top $d$ parallel channels are called the source channels and just carry $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right)$ forward. The bottom channel is called collation channel. The nodes in the bottom channel are used to collect intermediate outputs by addition. This channel never feeds forward into subsequent calculation, it only accepts previous calculations. It has been shown in [3] that if $\Phi$ is a special deep ReLU neural network with input dimension $d$ depth $L$ and $\boldsymbol{x} \in \mathbb{I}^{d}$, then there is a deep ReLU neural network $\Phi^{\prime}$ such that

$$
\begin{equation*}
L\left(\Phi^{\prime}\right)=L(\Phi) \tag{3}
\end{equation*}
$$

and $\Phi^{\prime}(\boldsymbol{x})=\Phi(\boldsymbol{x})$. In view of the proof of [3, Lemma 4.2] we find only node weights in the collation channel of $\Phi$ and $\Phi^{\prime}$ are different. Therefore we deduce

$$
\begin{equation*}
W\left(\Phi^{\prime}\right) \leqslant W(\Phi)+L(\Phi) \leqslant 2 W(\Phi) \tag{4}
\end{equation*}
$$

Lemma 2 (Special Construction). Let $N \in \mathbb{N}, \Omega \subset \mathbb{R}^{d}$ be a bounded set, $\lambda_{j} \in \mathbb{R}, j=$ $1, \ldots, N$. Let $\Phi_{j}, j=1, \ldots, N$ be deep ReLU neural networks with input dimension $d$. Then we can explicitly construct a deep special ReLU neural network denoted by $\Phi$ so that

$$
\Phi(\boldsymbol{x})=\sum_{j=1}^{N} \lambda_{j} \Phi_{j}(\boldsymbol{x}), \quad \boldsymbol{x} \in \Omega,
$$

with $L(\Phi)=\sum_{j=1}^{N} L\left(\Phi_{j}\right)$ and $W(\Phi) \leqslant \sum_{j=1}^{N} W\left(\Phi_{j}\right)+(d+1) L(\Phi)$.
An illustration of a special network $\Phi$ whose output is a linear combination of network $\Phi_{j}, j=1, \ldots, N$ is given in Figure 2.

Lemma 3 (Concatenation). Let $\Phi_{1}$ and $\Phi_{2}$ be two ReLU neural networks such that output layer of $\Phi_{1}$ has the same dimension as input layer of $\Phi_{2}$. Then, we can explicitly construct a ReLU neural network $\Phi$ such that $\Phi(\boldsymbol{x})=\Phi_{2}\left(\Phi_{1}(\boldsymbol{x})\right)$ for $\boldsymbol{x} \in \mathbb{R}^{d}$. Moreover we have $L(\Phi)=L\left(\Phi_{1}\right)+L\left(\Phi_{2}\right)$ and $W(\Phi) \leqslant 2 W\left(\Phi_{1}\right)+2 W\left(\Phi_{2}\right)$.

A proof of the above lemma can be found in [29]. The network $\Phi$ in this lemma is called the concatenation network of $\Phi_{1}$ and $\Phi_{2}$.
input $\boldsymbol{x}$


Figure 2: Illustration of a special deep ReLU neural network $(d=2)$

## 3. APPROXIMATION BY SETS OF FINITE CARDINALITY

In this section we recall a decomposition of continuous functions on the unit cube $\mathbb{I}^{d}$ by Faber series, interpolation approximation by truncated Faber series and by set of finite cardinality. They are a key tool for explicit construction of approximation methods by deep ReLU networks for functions in Hölder-Nikol'skii spaces of mixed smoothness.

Let $\varphi(x)=(1-|x-1|)_{+}, x \in \mathbb{R}$, be the hat function (the piece-wise linear B-spline with knots at $0,1,2)$, where $x_{+}:=\max (x, 0)$ for $x \in \mathbb{R}$. For $k \in \mathbb{N}_{-1}$ we define the functions $\varphi_{k, s}$ by

$$
\varphi_{k, s}(x):=\varphi\left(2^{k+1} x-2 s\right), \quad k \geqslant 0, s \in Z(k):=\left\{0,1, \ldots, 2^{k}-1\right\}
$$

and

$$
\varphi_{-1, s}(x):=\varphi(x-s+1), s \in Z(-1):=\{0,1\}
$$

For a univariate function $f$ on $\mathbb{I}, k \in \mathbb{N}_{-1}$, and $s \in Z(k)$ we define

$$
\lambda_{k, s}(f):=-\frac{1}{2} \Delta_{2^{-k-1}}^{2} f\left(2^{-k} s\right), \quad k \geqslant 0, \quad \lambda_{-1, s}(f):=f(s)
$$

where

$$
\Delta_{h}^{2} f(x):=f(x+2 h)-2 f(x+h)+f(x)
$$

for all $x$ and $h \geqslant 0$ such that $x, x+h \in \mathbb{I}$. If $m \in \mathbb{N}_{0}$ we put

$$
\begin{equation*}
R_{m}(f):=\sum_{k=0}^{m} q_{k}(f), \quad q_{k}(f):=\sum_{s \in Z(k)} \lambda_{k, s}(f) \varphi_{k, s} \tag{5}
\end{equation*}
$$

For $k \in \mathbb{N}_{0}$, we define the functions $\varphi_{k, s}^{*} \in \check{C}(\mathbb{I})$ by

$$
\begin{equation*}
\varphi_{k, s}^{*}(x):=\varphi\left(2^{k+1} x-s+1\right), \quad s \in Z_{*}(k):=\left\{1, \ldots, 2^{k+1}-1\right\} \tag{6}
\end{equation*}
$$

and for $f \in \dot{C}(\mathbb{I})$ one can check

$$
R_{m}(f)=\sum_{s \in Z_{*}(m)} f\left(2^{-m-1} s\right) \varphi_{m, s}^{*}
$$

Hence $R_{m}(f) \in \stackrel{\circ}{C}(\mathbb{I})$ interpolates $f$ at the points $2^{-m-1} s, s \in Z_{*}(m)$, that is,

$$
R_{m}(f)\left(2^{-m-1} s\right)=f\left(2^{-m-1} s\right), \quad s \in Z_{*}(m)
$$

Put $Z(\boldsymbol{k}):=\times_{j=1}^{d} Z\left(k_{j}\right)$. For $\boldsymbol{k} \in \mathbb{N}_{-1}^{d}, \boldsymbol{s} \in Z(\boldsymbol{k})$, we introduce the tensorized Faber basis by

$$
\begin{equation*}
\varphi_{\boldsymbol{k}, \boldsymbol{s}}(\boldsymbol{x}):=\varphi_{k_{1}, s_{1}}\left(x_{1}\right) \cdot \ldots \cdot \varphi_{k_{d}, s_{d}}\left(x_{d}\right), \quad \boldsymbol{x} \in \mathbb{I}^{d} \tag{7}
\end{equation*}
$$

We also define the linear functionals $\lambda_{\boldsymbol{k}, \boldsymbol{s}}$ for multivariate function $f$ on $\mathbb{I}^{d}, \boldsymbol{k} \in \mathbb{N}_{-1}^{d}$, and $\boldsymbol{s} \in Z(\boldsymbol{k})$ by

$$
\lambda_{\boldsymbol{k}, \boldsymbol{s}}(f):=\prod_{i=1}^{d} \lambda_{k_{i}, s_{i}}(f)
$$

where the univariate functional $\lambda_{k_{i}, s_{i}}$ is applied to the univariate function $f$ by considering $f$ as a function of variable $x_{i}$ with the other variables held fixed.

We have the following representation by Faber series for continuous functions on $\mathbb{I}^{d}$ (see [2, Section 4] and [36, Theorem 3.10]).

Lemma 4. The tensorized Faber system $\left\{\varphi_{\boldsymbol{k}, \boldsymbol{s}}: \boldsymbol{k} \in \mathbb{N}_{-1}^{d}, \boldsymbol{s} \in Z(\boldsymbol{k})\right\}$ is a basis in $C\left(\mathbb{I}^{d}\right)$. Moreover, every function $f \in C\left(\mathbb{I}^{d}\right)$ can be represented by the Faber series

$$
f=\sum_{\boldsymbol{k} \in \mathbb{N}-d} q_{\boldsymbol{k}}(f), \quad q_{\boldsymbol{k}}(f):=\sum_{s \in Z(\boldsymbol{k})} \lambda_{\boldsymbol{k}, \boldsymbol{s}}(f) \varphi_{\boldsymbol{k}, \boldsymbol{s}}
$$

converging in the norm of $C\left(\mathbb{I}^{d}\right)$.
When $f \in \stackrel{\circ}{U}_{\infty}^{\alpha, d}, \lambda_{\boldsymbol{k}, \boldsymbol{s}}(f)=0$ if $k_{j}=-1$ for some $j \in\{1, \ldots, d\}$, hence we can write

$$
f=\sum_{k \in \mathbb{N}_{0}^{d}} q_{\boldsymbol{k}}(f)
$$

with unconditional convergence in $C\left(\mathbb{I}^{d}\right)$, see [36, Theorem 3.13]. In this case it holds the following estimate

$$
\begin{align*}
\left|\lambda_{\boldsymbol{k}, \boldsymbol{s}}(f)\right| & =2^{-d}\left|\prod_{i=1}^{d} \Delta_{2^{-k_{i}-1}}^{2} f\left(2^{-\boldsymbol{k}} \boldsymbol{s}\right)\right| \\
& =2^{-d}\left|\prod_{i=1}^{d}\left[\Delta_{2^{-k_{i}-1}} f\left(2^{-k} \boldsymbol{s}+2^{-k_{i}-1} \boldsymbol{e}^{i}\right)-\Delta_{2^{-k_{i}-1}} f\left(2^{-\boldsymbol{k}} s\right)\right]\right| \leqslant 2^{-\alpha d} 2^{-\alpha|\boldsymbol{k}|_{1}}, \tag{8}
\end{align*}
$$

for $\boldsymbol{k} \in \mathbb{N}_{0}^{d}, \boldsymbol{s} \in Z(\boldsymbol{k})$. Here $\left\{\boldsymbol{e}^{i}\right\}_{i=1, \ldots, d}$ is the standard basis of $\mathbb{R}^{d}$.
For $f \in \dot{C}\left(\mathbb{I}^{d}\right)$, we define the operator $R_{m}$ by

$$
R_{m}(f):=\sum_{|\boldsymbol{k}|_{1} \leqslant m} q_{\boldsymbol{k}}(f)=\sum_{|\boldsymbol{k}|_{1} \leqslant m} \sum_{s \in Z(\boldsymbol{k})} \lambda_{\boldsymbol{k}, \boldsymbol{s}}(f) \varphi_{\boldsymbol{k}, \boldsymbol{s}} .
$$

The truncated Faber series $R_{m}(f) \in \mathscr{C}\left(\mathbb{I}^{d}\right)$ completely determined by values of $f$ at the points $2^{-\boldsymbol{k}-1} \boldsymbol{s}$, for $(\boldsymbol{k}, \boldsymbol{s}) \in G^{d}(m)$, where

$$
G^{d}(m):=\left\{(\boldsymbol{k}, \boldsymbol{s}):|\boldsymbol{k}|_{1} \leqslant m, \boldsymbol{s} \in Z_{*}(\boldsymbol{k})\right\}
$$

$Z_{*}(\boldsymbol{k}):=\prod_{j=1}^{d} Z_{*}\left(k_{j}\right)$ and $\mathbf{1}=(1, \ldots, 1) \in \mathbb{N}^{d}$. Moreover, $R_{m}(f)$ interpolates $f$ at the points $2^{-k-1} s$, for $(k, s) \in G^{d}(m)$, i.e.,

$$
R_{m}(f)\left(2^{-k-1} s\right)=f\left(2^{-k-1} s\right), \quad(\boldsymbol{k}, \boldsymbol{s}) \in G^{d}(m)
$$

The following lemma gives a $d$-dependent estimate of the approximation error by $R_{m}(f)$ of $f \in \dot{U}_{\infty}^{\alpha, d}$, see [4].
Lemma 5. Let $d \geqslant 2, m \in \mathbb{N}$, and $0<\alpha \leqslant 1$. Then we have

$$
\sup _{f \in \dot{U}_{\infty}^{\alpha, d}}\left\|f-R_{m}(f)\right\|_{\infty} \leqslant 2^{-\alpha} B^{d} 2^{-\alpha m}\binom{m+d}{d-1}, B=\left(2^{\alpha}-1\right)^{-1}
$$

We make use the abbreviations: $\boldsymbol{x}_{j}:=\left(x_{1}, \ldots, x_{j}\right) \in \mathbb{R}^{j} ; \overline{\boldsymbol{x}}_{j}:=\left(x_{j+1}, \ldots, x_{d}\right) \in \mathbb{R}^{d-j}$ with the convention $\boldsymbol{x}_{0}:=0$ for $\boldsymbol{x} \in \mathbb{R}^{d}$ and $j=0,1, \ldots, d-1$. When $j=1$ we denote $x_{1}$ instead of $\boldsymbol{x}_{1}$.

For $f \in \stackrel{\grave{U}}{\infty}_{\alpha, 1}$ we explicitly construct the function $S_{f} \in \stackrel{C}{C}(\mathbb{I})$ by

$$
\begin{equation*}
S_{f}:=\sum_{s \in Z_{*}(m)} 2^{-\alpha(m+1)} l_{s}(f) \varphi_{m, s}^{*} \tag{9}
\end{equation*}
$$

where we put $l_{0}(f)=0$ and assign the values $S_{f}\left(2^{-m-1} s\right)=2^{-\alpha(m+1)} l_{s}(f)$ from left to right closest to $f\left(2^{-m-1} s\right)$ for $s=1, \ldots, 2^{m+1}-1$. If there are two possible choices for $l_{s}(f)$ we choose $l_{s}(f)$ that is closest to the already determined $l_{s-1}(f)$. We define

$$
\begin{equation*}
\mathcal{S}^{\alpha}(m):=\left\{S_{f}: f \in \dot{U}_{\infty}^{\alpha, 1}\right\} \tag{10}
\end{equation*}
$$

It has been proved that the set $\mathcal{S}^{\alpha}(m)$ is finite and it holds the estimate $\left|\mathcal{S}^{\alpha}(m)\right| \leqslant 3^{2^{m+1}}$, see [4]. Moreover, by Lemma 5 and [4, Lemma 2.3] for $f \in \stackrel{\circ}{\infty}_{\infty}^{\alpha, 1}$ and $m \in \mathbb{N}_{0}$ we have

$$
\begin{equation*}
\left\|f-S_{f}\right\|_{\infty} \leqslant\left\|f-R_{m}(f)\right\|_{\infty}+\left\|R_{m}(f)-S_{f}\right\|_{\infty} \leqslant 2^{-(m+1) \alpha-\frac{1}{2}}+\frac{2^{-(m+1) \alpha}}{2^{\alpha}-1} \tag{11}
\end{equation*}
$$

In case of high dimensions we have the following.
Lemma 6. Let $m>1, d \geqslant 2$ and $0<\alpha \leqslant 1$. For $f \in \dot{U}_{\infty}^{\alpha, d}$, let the function $S_{m}(f)$ be defined by

$$
\begin{equation*}
S_{m}(f)(\boldsymbol{x}):=\sum_{\left|\overline{\boldsymbol{k}}_{1}\right| \leqslant m} 2^{-\alpha\left(\left|\overline{\boldsymbol{k}}_{1}\right|_{1}+d-1\right)} \sum_{\bar{s}_{1} \in Z\left(\overline{\boldsymbol{k}}_{1}\right)} \varphi_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\left(\overline{\boldsymbol{x}}_{1}\right) S_{K_{\bar{k}_{1}, \bar{s}_{1}}(f)}\left(x_{1}\right), \tag{12}
\end{equation*}
$$

where $S_{K_{\bar{k}_{1}, \bar{s}_{1}}(f)} \in \mathcal{S}^{\alpha}\left(m-\left|\overline{\boldsymbol{k}}_{1}\right|_{1}\right)$ is as in (9) for the function $K_{\overline{\boldsymbol{k}}_{1}, \overline{\boldsymbol{s}}_{1}}(f)$. Then it holds the inequality

$$
\left\|f-S_{m}(f)\right\|_{\infty} \leqslant B^{d} 2^{-\alpha m}\binom{m+d}{d-1}
$$

Moreover, for the set

$$
\mathcal{S}^{\alpha, d}(m):=\left\{S_{m}(f): f \in \dot{U}_{\infty}^{\alpha, d}\right\}
$$

we have $N_{d}(m):=\left|\mathcal{S}^{\alpha, d}(m)\right| \leqslant 3^{2^{m+1}\binom{m+d-1}{d-1} \text {. }}$
For a proof of the above lemma we refer the reader to [4].

## 4. DEEP RELU NEURAL NETWORK APPROXIMATION A NONADAPTIVE METHOD

In this section, we explicitly construct a nonadaptive deep ReLU neural network having an output that approximates every function $f \in \stackrel{\circ}{U}_{\infty}^{\alpha, d}$ in the $L_{\infty}\left(\mathbb{I}^{d}\right)$-norm with a prescribed accuracy $\varepsilon$ and prove dimension-dependent error estimates of its size and depth. Nonadaptivity means that its architecture is the same for all $f \in \dot{U}_{\infty}^{\alpha, d}$. Our technique is first to approximate $f$ by its truncation of Faber series $R_{n}(f)$ and then approximate $R_{n}(f)$ by a deep ReLU network. Since the case $d=1$ was already considered (see, e.g., $[1,7,11]$ ), we study the high dimension case when $d \geqslant 2$. Our main result in this section is read as follows.

Theorem 7. Let $d \in \mathbb{N}, d \geqslant 2$ and $\alpha \in(0,1]$. Then there is $\varepsilon_{0}=\varepsilon_{0}(d, \alpha) \in(0,1]$ such that for every $\varepsilon \in\left(0, \varepsilon_{0}\right)$ we can explicitly construct a deep neural network architecture $\mathbb{A}_{\varepsilon}$ with the following property. For every $f \in \stackrel{\circ}{U}_{\infty}^{\alpha, d}$, we can explicitly construct a deep ReLU neural network $\Phi_{\varepsilon}(f)$ having the architecture $\mathbb{A}_{\varepsilon}$ such that

$$
\left\|f-\Phi_{\varepsilon}(f)\right\|_{\infty} \leqslant \varepsilon
$$

Moreover, we have

$$
\begin{equation*}
W\left(\mathbb{A}_{\varepsilon}\right) \leqslant C_{\alpha} d\left(\frac{K_{1}^{d}}{(d-1)!}\right)^{\frac{1}{\alpha}+1} \varepsilon^{-\frac{1}{\alpha}} \log \left(2 \varepsilon^{-1}\right)^{(d-1)\left(\frac{1}{\alpha}+1\right)+1} \tag{13}
\end{equation*}
$$

and

$$
L\left(\mathbb{A}_{\varepsilon}\right) \leqslant C \log d \log \left(2 \varepsilon^{-1}\right)
$$

where $K_{1}=B^{1 /(\alpha+1)} 4 \alpha^{-1}$ with $B$ given in Lemma 5 and $C_{\alpha}$ depends only on $\alpha$.
To prepare for proving Theorem 7 we recall results of approximating the product $\prod_{j=1}^{d} x_{j}$ and $\varphi_{\boldsymbol{k}, \boldsymbol{s}}$ by deep ReLU neural networks, see [33] and [3].
Lemma 8. For every $\delta \in(0,1), d \in \mathbb{N}, d \geqslant 2$, we can explicitly construct a deep ReLU neural network $\Phi_{P}$ so that

$$
\sup _{\boldsymbol{x} \in[-1,1]^{d}}\left|\prod_{j=1}^{d} x_{j}-\Phi_{P}(\boldsymbol{x})\right| \leqslant \delta .
$$

Furthermore, if $x_{j}=0$ for some $j \in\{1, \ldots, d\}$ then $\Phi_{P}(\boldsymbol{x})=0$ and there exists a constant $C>0$ independent of $\delta$ and $d$ such that

$$
W\left(\Phi_{P}\right) \leqslant C d \log \left(d \delta^{-1}\right) \quad \text { and } \quad L\left(\Phi_{P}\right) \leqslant C \log d \log \left(d \delta^{-1}\right)
$$

Lemma 9. For every dimension $d \geqslant 2, \delta \in(0,1)$ and for the $d$-variate hat functions $\varphi_{\boldsymbol{k}, \boldsymbol{s}}$, $\boldsymbol{k} \in \mathbb{N}_{0}^{d}$, $s \in Z(\boldsymbol{k})$, defined as in (7), we can explicitly construct a deep neural network $\Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right)$ so that

$$
\left\|\varphi_{\boldsymbol{k}, \boldsymbol{s}}-\Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right)\right\|_{\infty} \leqslant \delta
$$

and

$$
\begin{equation*}
W\left(\Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right)\right) \leqslant C d \log \left(d \delta^{-1}\right) \quad \text { and } \quad L\left(\Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right)\right) \leqslant C \log d \log \left(d \delta^{-1}\right) \tag{14}
\end{equation*}
$$

Moreover, $\operatorname{supp} \Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right) \subset \operatorname{supp} \varphi_{\boldsymbol{k}, \boldsymbol{s}}$.
The above result allows us to construct a deep ReLU network $\Phi_{\varepsilon}\left(R_{n}(f)\right)$ to approximate $R_{n}(f)$.

Lemma 10. Let $d \in \mathbb{N}, d \geqslant 2, n \in \mathbb{N}, \alpha \in(0,1]$ and $\varepsilon \in(0,1)$. Then for every $f \in \dot{U}_{\infty}^{\alpha, d}$ we can explicitly construct a deep ReLU network $\Phi_{\varepsilon}\left(R_{n}(f)\right)$ of the same architecture $\mathbb{A}_{\varepsilon}$ so that

$$
\begin{equation*}
\left\|R_{n}(f)-\Phi_{\varepsilon}\left(R_{n}(f)\right)\right\|_{\infty} \leqslant \varepsilon \tag{15}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
W\left(\Phi_{\varepsilon}\left(R_{n}(f)\right)\right) \leqslant C d 2^{n}\binom{n+d-1}{d-1} \log \left(d B^{d} \varepsilon^{-1}\right) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
L\left(\Phi_{\varepsilon}\left(R_{n}(f)\right)\right) \leqslant C \log d \log \left(d B^{d} \varepsilon^{-1}\right) \tag{17}
\end{equation*}
$$

The estimates (16) and (17) also hold for $W\left(\mathbb{A}_{\varepsilon}\right)$ and $L\left(\mathbb{A}_{\varepsilon}\right)$ respectively.
Proof. For every pair $\boldsymbol{k}, \boldsymbol{s}$ with $|\boldsymbol{k}|_{1} \leqslant n$ and $\boldsymbol{s} \in Z(\boldsymbol{k})$, by applying Lemma 9 with $\delta:=$ $B^{-d} \varepsilon$, we explicitly construct a deep ReLU neural network $\Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right)$ so that $\operatorname{supp} \Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right) \subset$ $\operatorname{supp} \varphi_{k, s}$,

$$
\begin{equation*}
\left\|\varphi_{\boldsymbol{k}, s}-\Phi_{\delta}\left(\varphi_{\boldsymbol{k}, s}\right)\right\|_{\infty} \leqslant B^{-d} \varepsilon, \tag{18}
\end{equation*}
$$

and it holds the estimates (14) for $W\left(\Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right)\right)$ and $L\left(\Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right)\right)$. We approximate $R_{n}(f)$ by the output

$$
\Phi_{\varepsilon}\left(R_{n}(f)\right)(\boldsymbol{x})=\sum_{|\boldsymbol{k}|_{1} \leqslant n} \sum_{\boldsymbol{s} \in Z(\boldsymbol{k})} \lambda_{\boldsymbol{k}, \boldsymbol{s}}(f) \Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right)(\boldsymbol{x})
$$

of the network $\Phi_{\varepsilon}\left(R_{n}(f)\right)$ which is a parallelization of the networks $\left\{\Phi_{\delta}\left(\varphi_{\boldsymbol{k}, s}\right)\right\}_{|\boldsymbol{k}|_{1} \leqslant n, \boldsymbol{s} \in Z(\boldsymbol{k})}$. Notice that the interiors of $\operatorname{supp} \Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right)$ and $\operatorname{supp} \Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}^{\prime}}\right)$ have empty intersection if $s \neq$ $\boldsymbol{s}^{\prime}$. Moreover, for every $\boldsymbol{x} \in \mathbb{I}^{d}$, there is an $\boldsymbol{s} \in Z(\boldsymbol{k})$ such that $\boldsymbol{x} \in \operatorname{supp} \varphi_{\boldsymbol{k}, \boldsymbol{s}}$, and hence, by using (8) and (18) we get the estimates

$$
\begin{aligned}
\left|R_{n}(f)(\boldsymbol{x})-\Phi_{\varepsilon}\left(R_{n}(f)\right)(\boldsymbol{x})\right| & =\sum_{|k|_{1} \leqslant n}\left|\lambda_{\boldsymbol{k}, \boldsymbol{s}}(f)\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}(\boldsymbol{x})-\Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right)(\boldsymbol{x})\right)\right| \\
& \leqslant 2^{-\alpha d} \sum_{|\boldsymbol{k}|_{1} \leqslant n} 2^{-\alpha|\boldsymbol{k}|_{1}} \varepsilon B^{-d} \\
& \leqslant \varepsilon\left(1-2^{-\alpha}\right)^{d} \sum_{j=0}^{n} 2^{-\alpha j}\binom{j+d-1}{d-1} .
\end{aligned}
$$

From

$$
\begin{equation*}
\sum_{j=0}^{\infty}\binom{j+m}{m} t^{j} \leqslant(1-t)^{-m-1}, t \in(0,1) \tag{19}
\end{equation*}
$$

see [6, Lemma 2.2], we obtain (15).
By using Lemma 1 and the estimates (14), the size and the depth of $\Phi_{\varepsilon}\left(R_{n}(f)\right)$ can be estimated as

$$
\begin{aligned}
W\left(\Phi_{\varepsilon}\left(R_{n}(f)\right)\right) & \leqslant C\left|\left\{(\boldsymbol{k}, \boldsymbol{s}):|\boldsymbol{k}|_{1} \leqslant n, \boldsymbol{s} \in Z(\boldsymbol{k})\right\}\right| \max _{|\boldsymbol{k}| 1 \leqslant n, s \in Z(\boldsymbol{k})} W\left(\Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right)\right) \\
& =C \sum_{\ell=0}^{n} 2^{\ell}\binom{\ell+d-1}{d-1} d \log \left(d B^{d} \varepsilon^{-1}\right) \\
& \leqslant C d 2^{n}\binom{n+d-1}{d-1} \log \left(d B^{d} \varepsilon^{-1}\right),
\end{aligned}
$$

and

$$
L\left(\Phi_{\varepsilon}\left(R_{n}(f)\right)\right) \leqslant \max _{|\boldsymbol{k}|_{1} \leqslant n, \boldsymbol{s} \in Z(\boldsymbol{k})} L\left(\Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right)\right) \leqslant C \log d \log \left(d B^{d} \varepsilon^{-1}\right)
$$

The proof is completed by noticing that $\Phi_{\varepsilon}\left(R_{n}(f)\right)$ has the architecture $\mathbb{A}_{\varepsilon}$ (independent of $f$ ) which is defined as the minimal architecture of the deep ReLU neural network $\Phi_{\varepsilon}$ obtained by parallelization of the networks $\left\{\Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right)\right\}_{|\boldsymbol{k}|_{1} \leqslant n, \boldsymbol{s} \in Z(\boldsymbol{k})}$ with the output

$$
\Phi_{\varepsilon}(\boldsymbol{x})=\sum_{|\boldsymbol{k}|_{1} \leqslant n} \sum_{\boldsymbol{s} \in Z(\boldsymbol{k})} \Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right)(\boldsymbol{x}), \boldsymbol{x} \in \mathbb{I}^{d}
$$

Hence, the estimates (16) and (17) also hold for $W\left(\mathbb{A}_{\varepsilon}\right)$ and $L\left(\mathbb{A}_{\varepsilon}\right)$ respectively.
We are ready to prove Theorem 7.
Proof. Denote $n_{0}$ the natural point from which the function $h(n)=2^{-\alpha} B^{d} 2^{-\alpha n}\binom{n+d}{d-1}$ is decreasing and $h(n-1) \leqslant 2^{-\alpha n / 2}$ for all $n>n_{0}$. We put $\varepsilon_{0}=\min \left\{h\left(n_{0}\right), h(d)\right\}$. For $\varepsilon \in\left(0, \varepsilon_{0}\right)$ we define $n>\max \left\{n_{0}, d\right\}$ by

$$
\begin{equation*}
2^{-\alpha} B^{d} 2^{-\alpha n}\binom{n+d}{d-1} \leqslant \frac{\varepsilon}{2}<2^{-\alpha} B^{d} 2^{-\alpha(n-1)}\binom{n-1+d}{d-1} \tag{20}
\end{equation*}
$$

With $\varepsilon^{\prime}=\varepsilon / 2$ in Lemma 10 and $\Phi_{\varepsilon}(f)=\Phi_{\varepsilon^{\prime}}\left(R_{n}(f)\right)$ we have

$$
\left\|f-\Phi_{\varepsilon}(f)\right\|_{\infty} \leqslant\left\|f-R_{n}(f)\right\|_{\infty}+\left\|R_{n}-\Phi_{\varepsilon^{\prime}}\left(R_{n}(f)\right)\right\|_{\infty} \leqslant 2^{-\alpha} B^{d} 2^{-\alpha n}\binom{n+d}{d-1}+\frac{\varepsilon}{2} \leqslant \varepsilon
$$

We define $\mathbb{A}_{\varepsilon}$ as the minimal architecture of the deep $\operatorname{ReLU}$ neural network $\Phi_{\varepsilon}$ obtained by parallelization of the networks $\left\{\Phi_{\delta}\left(\varphi_{\boldsymbol{k}, s}\right)\right\}_{|\boldsymbol{k}|_{1 \leqslant n} \leqslant \boldsymbol{s} \in Z(\boldsymbol{k})}$ with the output

$$
\Phi_{\varepsilon}(\boldsymbol{x})=\sum_{|\boldsymbol{k}|_{1} \leqslant n} \sum_{\boldsymbol{s} \in Z(\boldsymbol{k})} \Phi_{\delta}\left(\varphi_{\boldsymbol{k}, \boldsymbol{s}}\right)(\boldsymbol{x}), \quad \boldsymbol{x} \in \mathbb{I}^{d}
$$

Then $\Phi_{\varepsilon}(f)$ has the architecture for all $f \in \dot{U}_{\infty}^{\alpha, d}$. From Lemma 10 we have

$$
W\left(\mathbb{A}_{\varepsilon}\right) \leqslant C d 2^{n} \log \left(2 d \varepsilon^{-1} B^{d}\right)\binom{n+d-1}{d-1}
$$

From the choice of $n$ we have

$$
2 d \varepsilon^{-1} B^{d} \leqslant d 2^{\alpha} 2^{\alpha n}\binom{n+d}{d-1}^{-1} \leqslant 2^{\alpha n} 2 d\binom{n+d}{d-1}^{-1} \leqslant 2^{\alpha n}
$$

By this and (20) we get

$$
\begin{aligned}
W\left(\mathbb{A}_{\varepsilon}\right) & \leqslant C d\left(2 \varepsilon^{-1} B^{d}\binom{n+d-1}{d-1}\right)^{1 / \alpha} \alpha n\binom{n+d-1}{d-1} \\
& \leqslant C d\left(2 \varepsilon^{-1} B^{d}\right)^{1 / \alpha} n\binom{n+d-1}{d-1}^{\frac{1}{\alpha}+1} \\
& \leqslant C d\left(\varepsilon^{-1} B^{d}\right)^{1 / \alpha} n\left(\frac{(2 n)^{d-1}}{(d-1)!}\right)^{\frac{1}{\alpha}+1}
\end{aligned}
$$

Now $h(n-1) \leqslant 2^{-\alpha n / 2}$ and (20) lead to $\frac{\varepsilon}{2} \leqslant 2^{-\alpha n / 2}$ which implies $n \leqslant \frac{2}{\alpha} \log \left(2 \varepsilon^{-1}\right)$. Therefore we get

$$
\begin{aligned}
W\left(\mathbb{A}_{\varepsilon}\right) & \leqslant C d\left(\varepsilon^{-1} B^{d}\right)^{1 / \alpha} \log \left(2 \varepsilon^{-1}\right)\left(\frac{\left(4 \alpha^{-1} \log \left(2 \varepsilon^{-1}\right)\right)^{d-1}}{(d-1)!}\right)^{\frac{1}{\alpha}+1} \\
& =C d\left(B^{d}\right)^{1 / \alpha}\left(\frac{\left(4 \alpha^{-1}\right)^{d-1}}{(d-1)!}\right)^{\frac{1}{\alpha}+1} \varepsilon^{-\frac{1}{\alpha}} \log \left(2 \varepsilon^{-1}\right)^{(d-1)\left(\frac{1}{\alpha}+1\right)+1}
\end{aligned}
$$

and (13) follows. We also have

$$
L\left(\mathbb{A}_{\varepsilon}\right) \leqslant C \log d \log \left(d 2 \varepsilon^{-1} B^{d}\right) \leqslant C \alpha n \log d \leqslant C \log d \log \left(2 \varepsilon^{-1}\right)
$$

## 5. DEEP RELU NEURAL NETWORK APPROXIMATION - AN ADAPTIVE METHOD

In this section, we explicitly construct an adaptive method of approximation with accuracy $\varepsilon>0$ by deep ReLU neural networks of functions $f \in \dot{U}_{\infty}^{\alpha, d}$. This method reduces the computation complexity expressing as the size and depth of the approximating deep ReLU networks comparing with the computation complexity of the nonadaptive method given in Theorem 7. As mentioned the univariate case was already considered in [7] ( $0<\alpha<1$ ) ) and $[40](\alpha=1)$, we focus our attention on multivariate case when $d \geqslant 2$. The main result of this section is read as follows.

Theorem 11. Let $d \in \mathbb{N}, d \geqslant 2, \alpha \in(0,1]$. Then there is $\varepsilon_{0}=\varepsilon_{0}(d, \alpha) \in(0,1 / 2]$ such that for every $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and for every $f \in \stackrel{\circ}{U}_{\infty}^{\alpha, d}$ we can explicitly construct an adaptive deep ReLU neural network $\Phi_{\varepsilon}(f)$ so that

$$
\left\|f-\Phi_{\varepsilon}(f)\right\|_{\infty} \leqslant \varepsilon
$$

Moreover, we have

$$
\begin{equation*}
W\left(\Phi_{\varepsilon}(f)\right) \leqslant C_{\alpha} d^{2}\left(\frac{K_{2}^{d}}{(d-1)!}\right)^{\frac{2}{\alpha}+2} \varepsilon^{-\frac{1}{\alpha}}\left(\log \left(2 \varepsilon^{-1}\right) \log \log \left(2 \varepsilon^{-1}\right)\right)^{\left(1+\frac{1}{\alpha}\right)(d-1)} \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
L\left(\Phi_{\varepsilon}(f)\right) \leqslant C_{\alpha}^{\prime} \varepsilon^{-\frac{1}{d \alpha}}\left(\log \left(2 \varepsilon^{-1}\right)\right)^{\frac{d-1-\alpha}{d \alpha}}\left(\log \log \left(2 \varepsilon^{-1}\right)\right)^{\frac{(\alpha+1)(d-1)}{d \alpha}} \tag{22}
\end{equation*}
$$

where

$$
K_{2}:=4\left(2^{\alpha+3} B\right)^{\frac{1}{2 \alpha+2}}\left(\alpha^{-1} \log \left(2 \alpha^{-1}\right)\right)^{1 / 2}
$$

and positive constants $C_{\alpha}, C_{\alpha}^{\prime}$ depend on $\alpha$ only.
Let us explain the idea of the proof. Let $f \in \stackrel{\circ}{U}_{\infty}^{\alpha, d}$ and $\varepsilon \in\left(0, \varepsilon_{0}\right)\left(\varepsilon_{0}\right.$ will be specified latter) be given. Using the writing

$$
f=R_{n}(f)+\left(f-R_{n}(f)\right)
$$

we explicitly construct deep ReLU neural networks to approximate with accuracy $\varepsilon / 2$ the terms $R_{n}(f)$ and $f-R_{n}(f)$ and evaluate the dimension-dependent computation complexity
separately, and then take their sum to get an approximation with accuracy $\varepsilon$ to $f$ and its dimension-dependent computation complexity. For approximation of the first term $R_{n}(f)$, we take the deep $\operatorname{ReLU}$ neural network $\Phi_{\varepsilon / 2}\left(R_{n}(f)\right)$ which has been constructed in Lemma 10.

Thus, our main task is to explicitly construct a desired deep ReLU neural network $\Phi_{\varepsilon / 2}\left(f-R_{n}(f)\right)$ for approximation of the second term $f-R_{n}(f)$. Our strategy is to represent the difference $f-R_{n}(f)$ in a special form and then approximate terms in this representation by deep ReLU networks. To this end, we need some auxiliary preparation.

For univariate functions $f \in \mathscr{C}(\mathbb{I})$, let the operator $T_{k}, k \in \mathbb{N}_{0}$, be defined by

$$
T_{k}(f):=f-R_{k-1}(f)
$$

with the operator $R_{k}$ defined as in (5) and the convention $R_{-1}:=0$. From this definition we have $T_{0}$ is the identity operator. Notice that for $f \in \dot{U}_{\infty}^{\alpha, 1}$, it holds the inequality $\left\|T_{k}(f)\right\|_{H_{\infty}^{\alpha}(\mathbb{I})} \leqslant 2$.

For a multivariate function $f \in \dot{C}\left(\mathbb{I}^{d}\right)$, the tensor product operator $T_{\boldsymbol{k}}, \boldsymbol{k}=\left(k_{1}, \ldots, k_{d}\right) \in$ $\mathbb{N}_{0}^{d}$, is defined by

$$
T_{\boldsymbol{k}}(f):=\prod_{j=1}^{d} T_{k_{j}}(f),
$$

where the univariate operator $T_{k_{j}}$ is applied to the univariate function $f$ by considering $f$ as a function of variable $x_{j}$ with the other variables held fixed.

For $n \in \mathbb{N}$, it has been shown in [4] that $f-R_{n}(f)$ can be represented in the following special form

$$
\begin{equation*}
f-R_{n}(f)=\sum_{j=0}^{d-1} \sum_{\left|\boldsymbol{k}_{j}\right|_{1} \leqslant n} F_{\boldsymbol{k}_{j}}, \tag{23}
\end{equation*}
$$

where $F_{\boldsymbol{k}_{0}}:=T_{(n+1) e^{1}}$ and

$$
F_{\boldsymbol{k}_{j}}:=T_{\left(n+1-\left|\boldsymbol{k}_{j}\right| 1\right) e^{j+1}}\left(q_{\boldsymbol{k}_{j}}(f)\right), \quad j=1, \ldots, d-1,
$$

or equivalently,

$$
\begin{equation*}
F_{\boldsymbol{k}_{j}}=\prod_{i=1}^{j}\left(T_{\left(k_{i}-1\right) e^{j}}-T_{k_{i} e^{j}}\right) T_{\left(n+1-\left|\boldsymbol{k}_{j}\right|_{1}\right) e^{j+1}}(f), \quad j=1, \ldots, d-1 . \tag{24}
\end{equation*}
$$

We shall explicitly construct deep ReLU neural networks $\Phi_{\boldsymbol{\varepsilon}^{\prime}}\left(F_{\boldsymbol{k}_{j}}\right)$ to approximate each term $F_{\boldsymbol{k}_{j}}$ in the sum in (23). Due to (24) this is reduced to construct deep ReLU networks that approximate $T_{\boldsymbol{k}}(f), \boldsymbol{k} \in \mathbb{N}_{0}^{d}$. Put
and

$$
T_{\boldsymbol{k}, \boldsymbol{s}}(f)(\boldsymbol{x}):=2^{\alpha|\boldsymbol{k}|_{1}-d}\left(T_{\boldsymbol{k}}(f) \chi_{I_{\boldsymbol{k}, \boldsymbol{s}}}\right)\left(2^{-\boldsymbol{k}}(\boldsymbol{x}+\boldsymbol{s})\right) .
$$

Since $\operatorname{supp}\left(T_{\boldsymbol{k}}(f) \chi_{I_{\boldsymbol{k}, \boldsymbol{s}}}\right) \subset I_{\boldsymbol{k}, \boldsymbol{s}}$ and $\left\|T_{\boldsymbol{k}}(f) \chi_{I_{\boldsymbol{k}, \boldsymbol{s}}}\right\|_{H_{\infty}^{\alpha}\left(\mathbb{I}^{d}\right)} \leqslant 2^{d}$, we have that

$$
\operatorname{supp}\left(T_{\boldsymbol{k}, \boldsymbol{s}}(f)\right) \subset \mathbb{I}^{d}, \quad T_{\boldsymbol{k}, \boldsymbol{s}}(f) \in \stackrel{\circ}{U}_{\infty}^{\alpha, d} .
$$

Take the function $S_{m}\left(T_{\boldsymbol{k}, \boldsymbol{s}}(f)\right)$ defined as in (12) for $T_{\boldsymbol{k}, \boldsymbol{s}}(f) \in \dot{U}_{\infty}^{\alpha, d}$. By Lemma 6 it holds the estimate

$$
\left\|T_{\boldsymbol{k}, \boldsymbol{s}}(f)-S_{m}\left(T_{\boldsymbol{k}, \boldsymbol{s}}(f)\right)\right\|_{\infty} \leqslant B^{d} 2^{-\alpha m}\binom{m+d}{d-1}
$$

Define

$$
\begin{equation*}
S_{\boldsymbol{k}, m}(f)(\boldsymbol{x}):=2^{-\alpha|\boldsymbol{k}|_{1}+d} \sum_{\boldsymbol{s} \in Z(\boldsymbol{k})} S_{m}\left(T_{\boldsymbol{k}, \boldsymbol{s}}(f)\right)\left(2^{\boldsymbol{k}} \boldsymbol{x}-\boldsymbol{s}\right) . \tag{25}
\end{equation*}
$$

We then get

$$
\begin{aligned}
& \left\|T_{\boldsymbol{k}}(f)-S_{\boldsymbol{k}, m}(f)\right\|_{\infty}
\end{aligned}=\left\|\sum_{s \in Z(\boldsymbol{k})}\left[T_{\boldsymbol{k}}(f) \chi_{I_{\boldsymbol{k}, \boldsymbol{s}}}(\cdot)-2^{-\alpha|\boldsymbol{k}|_{1}+d} S_{m}\left(T_{\boldsymbol{k}, \boldsymbol{s}}(f)\right)\left(2^{\boldsymbol{k}} \cdot-\boldsymbol{s}\right)\right]\right\|_{\infty} .
$$

Since support of $T_{\boldsymbol{k}, \boldsymbol{s}}(f)-S_{m}\left(T_{\boldsymbol{k}, \boldsymbol{s}}(f)\right)$ is contained in $\mathbb{I}^{d}$, we finally obtain

$$
\begin{equation*}
\left\|T_{\boldsymbol{k}}(f)-S_{\boldsymbol{k}, m}(f)\right\|_{\infty} \leqslant(2 B)^{d}\left(2^{m} 2^{|\boldsymbol{k}|_{1}}\right)^{-\alpha}\binom{m+d}{d-1} \tag{26}
\end{equation*}
$$

Considering $S_{k, m}(f)$ as an intermediate approximation of $T_{\boldsymbol{k}}(f)$, we shall construct deep ReLU networks approximating $S_{\boldsymbol{k}, m}(f)$. Since $S_{\boldsymbol{k}, m}(f)$ is a sum of functions in $\mathcal{S}^{\alpha, d}(m)$, we shall construct a deep ReLU neural network $\Phi_{\varepsilon}(S)$ for approximating $S \in \mathcal{S}^{\alpha, d}(m)$ with accuracy $\varepsilon$ and estimate its size.
Lemma 12. Let $d \in \mathbb{N}, d \geqslant 2, m \in \mathbb{N}, \alpha \in(0,1]$, and $\varepsilon \in(0,1)$. Then for every $S \in \mathcal{S}^{\alpha, d}(m)$, we can explicitly construct a deep ReLU neural network $\Phi_{\varepsilon}(S)$ so that $\operatorname{supp} \Phi_{\varepsilon}(S) \subset \mathbb{I}^{d}$ and

$$
\begin{equation*}
\left\|S-\Phi_{\varepsilon}(S)\right\|_{\infty} \leqslant \varepsilon \tag{27}
\end{equation*}
$$

Moreover, there is a positive constant $C$ such that

$$
\begin{equation*}
W\left(\Phi_{\varepsilon}(S)\right) \leqslant C d \log d 2^{m}\binom{m+d-1}{d-1} \log \left(d B^{d} \varepsilon^{-1}\right) \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
L\left(\Phi_{\varepsilon}(S)\right) \leqslant C 2^{m} \log d \log \left(d B^{d} \varepsilon^{-1}\right) \tag{29}
\end{equation*}
$$

where $B$ is given in Lemma 5 .
Proof. By Lemma 6, for every function $S \in \mathcal{S}^{\alpha, d}(m)$, there is a function $f \in \dot{U}_{\infty}^{\alpha, d}$ such that

$$
S(\boldsymbol{x})=S_{m}(f)(\boldsymbol{x})=\sum_{\left|\overline{\boldsymbol{k}}_{1}\right|_{1} \leqslant m} 2^{-\alpha\left(\left|\overline{\boldsymbol{k}}_{1}\right|_{1}+d-1\right)} \sum_{\bar{s}_{1} \in Z\left(\overline{\boldsymbol{k}}_{1}\right)} \varphi_{\overline{\boldsymbol{k}}_{1}, \overline{\boldsymbol{s}}_{1}}\left(\overline{\boldsymbol{x}}_{1}\right) S_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\left(x_{1}\right)
$$

where $S_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}:=S_{K_{\bar{k}_{1}, \bar{s}_{1}}(f)} \in \mathcal{S}^{\alpha}\left(m-\left|\overline{\boldsymbol{k}}_{1}\right|_{1}\right)$. Since $S_{\overline{\boldsymbol{k}}_{1}, \overline{\boldsymbol{s}}_{1}}$ is a piecewise linear continuous function, see (10) and (9), according to [7, Theorem 3.1] we can explicitly construct a deep ReLU neural network $\Phi\left(S_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\right)$ with one-dimensional input so that $\Phi\left(S_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\right)\left(x_{1}\right)=S_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\left(x_{1}\right)$, $x_{1} \in \mathbb{I}$, and

$$
\begin{equation*}
W\left(\Phi\left(S_{\bar{k}_{1}, \bar{s}_{1}}\right)\right) \leqslant C 2^{m-\left|\bar{k}_{1}\right|_{1}}, \quad L\left(\Phi\left(S_{\bar{k}_{1}, \bar{s}_{1}}\right)\right) \leqslant C 2^{m-\left|\bar{k}_{1}\right|_{1}} . \tag{30}
\end{equation*}
$$

Each univariate function $\varphi_{k_{j}, s_{j}}$ in the tensor product $\varphi_{\bar{k}_{1}, \bar{s}_{1}}=\otimes_{j=2}^{d} \varphi_{k_{j}, s_{j}}$ can be expressed as an output of a neural network $\Phi\left(\varphi_{k_{j}, s_{j}}\right)$ with one-dimensional input, deep 3 and 8 weights. Adding layers (with one node in each layer) putting forward $x_{j}$ to each network $\Phi\left(\varphi_{k_{j}, s_{j}}\right)$ such that it has the length $L\left(\Phi\left(S_{\bar{k}_{1}, \bar{s}_{1}}\right)\right)$. We still denote these new networks by $\Phi\left(\varphi_{k_{j}, s_{j}}\right)$. Then we obtain

$$
W\left(\Phi\left(\varphi_{k_{j}, s_{j}}\right)\right) \leqslant C 2^{m-\left|\bar{k}_{1}\right|_{1}} .
$$

We approximate the $d$-univariate function $\varphi_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\left(\overline{\boldsymbol{x}}_{1}\right) S_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\left(x_{1}\right)$ by the output of the network $\Phi_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}$ with $d$-dimensional input which is explicitly constructed as a concatenation of the networks $\Phi\left(S_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\right), \Phi\left(\varphi_{k_{j}, s_{j}}\right), j=2, \ldots, d$, with product network $\Phi_{P}$ in Lemma 8. With $\delta=\varepsilon B^{1-d}$ in Lemma 8 we have

$$
\begin{equation*}
\left\|\varphi_{\bar{k}_{1}, \bar{s}_{1}} S_{\bar{k}_{1}, \bar{s}_{1}}-\Phi_{\bar{k}_{1}, \bar{s}_{1}}\right\|_{\infty} \leqslant \varepsilon B^{1-d} . \tag{31}
\end{equation*}
$$

Since $\left|\varphi_{\overline{\boldsymbol{k}}_{1}, \overline{\boldsymbol{s}}_{1}}\left(\overline{\boldsymbol{x}}_{1}\right)\right| \leqslant 1$ for $\overline{\boldsymbol{x}}_{1} \in \mathbb{I}^{d-1}$ and $\left|S_{\overline{\boldsymbol{k}}_{1}, \overline{\boldsymbol{s}}_{1}}\left(x_{1}\right)\right| \leqslant 4$ for $x_{1} \in \mathbb{I}$ by (11), from Lemmata 3,8 and (30) we derive that

$$
\begin{align*}
W\left(\Phi_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\right) & \leqslant C\left(\sum_{j=2}^{d} W\left(\Phi\left(\varphi_{k_{j}, s_{j}}\right)\right)+W\left(\Phi\left(S_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\right)\right)+W\left(\Phi_{P}\right)\right)  \tag{32}\\
& \leqslant C d\left(2^{m-\left|\overline{\boldsymbol{k}}_{1}\right|_{1}}+\log \left(d B^{d} \varepsilon^{-1}\right)\right),
\end{align*}
$$

and

$$
\begin{equation*}
L\left(\Phi_{\bar{k}_{1}, \bar{s}_{1}}\right) \leqslant L\left(\Phi\left(S_{\bar{k}_{1}, \bar{s}_{1}}\right)\right)+L\left(\Phi_{P}\right) \leqslant C\left(2^{m-\left|\overline{\boldsymbol{k}}_{1}\right|_{1}}+\log d \log \left(d B^{d} \varepsilon^{-1}\right)\right) . \tag{33}
\end{equation*}
$$

Moreover $\operatorname{supp}\left(\Phi_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\right) \subset \operatorname{supp}\left(\varphi_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}} S_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\right)$ by Lemma 8.
Let the network $\Phi_{\overline{\boldsymbol{k}}_{1}}$ with output

$$
\Phi_{\bar{k}_{1}}(x)=\sum_{\bar{s}_{1} \in Z\left(\bar{k}_{1}\right)} \Phi_{\bar{k}_{1}, \bar{s}_{1}}(x)
$$

be explicitly constructed as a combination of the networks $\left\{\Phi_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\right\}_{\bar{s}_{1} \in Z\left(\overline{\boldsymbol{k}}_{1}\right)}$ by the special construction. Then by Lemma 2, (32) and (33) we obtain that

$$
\begin{align*}
L\left(\Phi_{\overline{\boldsymbol{k}}_{1}}\right) & \leqslant \sum_{\bar{s}_{1} \in Z\left(\bar{k}_{1}\right)} L\left(\Phi_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\right) \leqslant C 2^{\left.\left.\right|_{\boldsymbol{k}_{1}}\right|_{1}}\left(2^{m-\left|\bar{k}_{1}\right|_{1}}+\log d \log \left(d B^{d} \varepsilon^{-1}\right)\right)  \tag{34}\\
& \leqslant C 2^{m} \log d \log \left(d B^{d} \varepsilon^{-1}\right)
\end{align*}
$$

and

$$
\begin{align*}
W\left(\Phi_{\overline{\boldsymbol{k}}_{1}}\right) & \leqslant \sum_{\bar{s}_{1} \in Z\left(\bar{k}_{1}\right)} W\left(\Phi_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\right)+(d+1) L\left(\Phi_{\overline{\boldsymbol{k}}_{1}}\right) \\
& \leqslant C d 2^{\left.\bar{k}_{1}\right|_{1}}\left(2^{m-\left|\bar{k}_{1}\right|_{1}}+\log \left(d B^{d} \varepsilon^{-1}\right)\right)+C(d \log d) 2^{m} \log \left(d B^{d} \varepsilon^{-1}\right)  \tag{35}\\
& \leqslant C(d \log d) 2^{m} \log \left(d B^{d} \varepsilon^{-1}\right) .
\end{align*}
$$

Since $\boldsymbol{x} \in \mathbb{I}^{d}$, we can construct a standard network with the same output as $\Phi_{\bar{k}_{1}}$ and the estimates (34) and (35) hold, see (3) and (4). We still denote this network by $\Phi_{\bar{k}_{1}}$. Now we define the network $\Phi_{\varepsilon}(S)$ as a parallelization of the networks $\left(\left.\Phi_{\overline{\boldsymbol{k}}_{1}}\right|_{\left.\overline{\boldsymbol{k}}_{1}\right|_{1} \leqslant m}\right.$ with output

$$
\Phi_{\varepsilon}(S)(\boldsymbol{x})=\sum_{\left|\bar{k}_{1}\right|_{1} \leqslant m} 2^{-\alpha\left(\left|\bar{k}_{1}\right|_{1}+d-1\right)} \Phi_{\overline{\boldsymbol{k}}_{1}}(\boldsymbol{x}) .
$$

Since $\operatorname{supp}\left(\Phi_{\bar{k}_{1}, \bar{s}_{1}}\right) \subset \operatorname{supp}\left(\varphi_{\overline{\boldsymbol{k}}_{1}, \overline{\boldsymbol{s}}_{1}} S_{\overline{\boldsymbol{k}}_{1}, \overline{\boldsymbol{s}}_{1}}\right)$ and for a given $\overline{\boldsymbol{k}}_{1}, \operatorname{supp}\left(\varphi_{\overline{\boldsymbol{k}}_{1}, \overline{\boldsymbol{s}}_{1}} S_{\overline{\boldsymbol{k}}_{1}, \overline{\boldsymbol{s}}_{1}}\right)$ and $\operatorname{supp}\left(\varphi_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}^{\prime}} S_{\overline{\boldsymbol{k}}_{1}, \overline{\boldsymbol{s}}_{1}^{\prime}}\right)$ are disjoint if $\overline{\boldsymbol{s}}_{1}^{\prime}=\overline{\boldsymbol{s}}_{1}$, it holds by (31) and (19) that

$$
\begin{aligned}
\left\|S-\Phi_{\varepsilon}(S)\right\|_{\infty} & \leqslant \sum_{\left|\bar{k}_{1}\right|_{1} \leqslant m} \sum_{\bar{s}_{1} \in Z\left(\bar{k}_{1}\right)} 2^{-\alpha\left(\left|\bar{k}_{1}\right|_{1}+d-1\right)} \mid \varphi_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}} S_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}-\Phi_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1} \mid} \|_{\infty} \\
& =\sum_{\left|\bar{k}_{1}\right|_{1} \leqslant m} 2^{-\alpha\left(\left|\bar{k}_{1}\right|_{1}+d-1\right)} \max _{\bar{s}_{1} \in Z\left(\overline{\boldsymbol{k}}_{1}\right)}\left\|\varphi_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}} S_{\overline{\boldsymbol{k}}_{1}, \overline{\boldsymbol{s}}_{1}}-\Phi_{\overline{\boldsymbol{k}}_{1}, \bar{s}_{1}}\right\|_{\infty} \\
& \leqslant \sum_{\left|\overline{\boldsymbol{k}}_{1}\right|_{1} \leqslant m} 2^{-\alpha\left(\left|\bar{k}_{1}\right|_{1}+d-1\right)} \varepsilon B^{1-d} \\
& =\varepsilon\left(1-2^{-\alpha}\right)^{d-1} \sum_{\ell=0}^{m} 2^{-\ell \alpha}\binom{\ell+d-2}{d-2} \leqslant \varepsilon .
\end{aligned}
$$

By Lemma 1 and (34), (35) we obtain

$$
W\left(\Phi_{\varepsilon}(S)\right) \leqslant 3\left|\left\{\overline{\boldsymbol{k}}_{1}:\left|\overline{\boldsymbol{k}}_{1}\right|_{1} \leqslant m\right\}\right| \max _{\left|\overline{\boldsymbol{k}}_{1}\right|_{1} \leqslant m} W\left(\Phi_{\overline{\boldsymbol{k}}_{1}}\right) \leqslant C(d \log d) 2^{m}\binom{m+d-1}{d-1} \log \left(d B^{d} \varepsilon^{-1}\right),
$$

and

$$
L\left(\Phi_{\varepsilon}(S)\right) \leqslant \max _{\left|\bar{k}_{1}\right|_{1} \leqslant m} L\left(\Phi_{\overline{\boldsymbol{k}}_{1}}\right) \leqslant C(\log d) 2^{m} \log \left(d B^{d} \varepsilon^{-1}\right) .
$$

Finally, the inclusion $\operatorname{supp} \Phi_{\varepsilon}(S) \subset \mathbb{I}^{d}$ follows from Lemmata 8 and 9 .
The following result is a generalization of [7, Lemma 5.1] to $d$-dimensional case.
Lemma 13. Let $k \in \mathbb{N}, \Lambda \subset Z(k)$ and $j \in\{1, \ldots, d\}$. Let $\Phi$ be a deep ReLU network with input dimension $d$ such that $\operatorname{supp} \Phi \subset \mathbb{I}^{d}$. Denote

$$
f(\boldsymbol{x}):=\sum_{s \in \Lambda} \Phi\left(x_{1}, \ldots, 2^{k} x_{j}-s, \ldots, x_{d}\right), \boldsymbol{x} \in \mathbb{I}^{d} .
$$

Then we can explicitly construct a deep ReLU network $\Phi_{\Lambda}$ with output $f(\boldsymbol{x})$ and

$$
\begin{equation*}
W\left(\Phi_{\Lambda}\right) \leqslant C(d|\Lambda|+W(\Phi)), L\left(\Phi_{\Lambda}\right) \leqslant 5+L(\Phi) . \tag{36}
\end{equation*}
$$

Proof. Without loss of generality we assume that $j=1$.
Set $H_{2^{k}-1}(t):=\sigma\left(t-2^{-k} s\right) /\left(1-2^{-k} s\right), H_{2^{k}}(t):=0$ and $H_{s}:=\varphi_{k, s+1}^{*}$ for $s \in Z(k) \backslash\left\{2^{k}-1\right\}$, where $\varphi_{k, s+1}^{*}$ is defined as in (6). Let

$$
Z_{i}(k):=\left\{s \in Z(k): s=3 r+i, r \in \mathbb{N}_{0}\right\}, \quad i=0,1,2
$$

To make the proof simple, we divide it into several cases of $\Lambda$ and $\Phi(\cdot)$.
Case 1. The case $\Lambda \subset Z_{i}(k)$ for some $i \in\{0,1,2\}$ and $\Phi(\boldsymbol{x}) \geqslant 0$ for all $\boldsymbol{x} \in \mathbb{I}^{d}$. We will show that

$$
\begin{equation*}
f(\boldsymbol{x})=\sigma\left(\Phi\left(\sum_{s \in \Lambda} H_{s}\left(x_{1}\right), \overline{\boldsymbol{x}}_{1}\right)-\Phi\left(1-\sum_{s \in \Lambda} H_{s+1}\left(x_{1}\right), \overline{\boldsymbol{x}}_{1}\right)\right), \tag{37}
\end{equation*}
$$

for all $\boldsymbol{x} \in \mathbb{I}^{d}$. Indeed, if $x_{1} \notin \cup_{s \in \Lambda}\left[2^{-k} s, 2^{-k}(s+3)\right]$ we have $\sum_{s \in \Lambda} H_{s+1}\left(x_{1}\right)=\sum_{s \in \Lambda} H_{s}\left(x_{1}\right)=$ 0 . Since $\operatorname{supp} \Phi(\cdot) \subset \mathbb{I}^{d}$ we get

$$
f(\boldsymbol{x})=0=\sigma\left(\Phi\left(0, \overline{\boldsymbol{x}}_{1}\right)-\Phi\left(1, \overline{\boldsymbol{x}}_{1}\right)\right)
$$

If $x_{1} \in\left[2^{-k} s_{0}, 2^{-k}\left(s_{0}+1\right)\right]$ for some $s_{0} \in \Lambda$ we have $\sum_{s \in \Lambda} H_{s+1}\left(x_{1}\right)=0$ and $\sum_{s \in \Lambda} H_{s}\left(x_{1}\right)=$ $2^{k} x_{1}-s_{0}$. Since $\Phi(\boldsymbol{x}) \geqslant 0$ and $\operatorname{supp} \Phi(\cdot) \subset \mathbb{I}^{d}$ we obtain

$$
f(\boldsymbol{x})=\Phi\left(2^{k} x_{1}-s_{0}, \overline{\boldsymbol{x}}_{1}\right)=\sigma\left(\Phi\left(2^{k} x_{1}-s_{0}, \overline{\boldsymbol{x}}_{1}\right)-\Phi\left(1, \overline{\boldsymbol{x}}_{1}\right)\right)
$$

If $x_{1} \in\left[2^{-k}\left(s_{0}+2\right), 2^{-k}\left(s_{0}+3\right)\right]$ for some $s_{0} \in \Lambda$ we have $\sum_{s \in \Lambda} H_{s}\left(x_{1}\right)=0$. Again from $\Phi(\boldsymbol{x}) \geqslant 0$ and $\operatorname{supp} \Phi(\cdot) \subset \mathbb{I}^{d}$ we get

$$
f(\boldsymbol{x})=0=\sigma\left(\Phi\left(0, \overline{\boldsymbol{x}}_{1}\right)-\Phi\left(1-\sum_{s \in \Lambda} H_{s+1}\left(x_{1}\right), \overline{\boldsymbol{x}}_{1}\right)\right)
$$

If $x_{1} \in\left[2^{-k}\left(s_{0}+1\right), 2^{-k}\left(s_{0}+2\right)\right], s_{0} \in \Lambda$, it is easy to see that $\sum_{s \in \Lambda} H_{s}\left(x_{1}\right)=1-$ $\sum_{s \in \Lambda} H_{s+1}\left(x_{1}\right)$. Hence, the equality (37) holds. We have

$$
H_{s}\left(x_{1}\right)=\sigma\left(1-\sigma\left(2^{k} x_{1}-s-1\right)-\sigma\left(s+1-2^{k} x_{1}\right)\right)
$$

for $s \in Z(k) \backslash\left\{2^{k}-1\right\}$ and $H_{2^{k}-1}\left(x_{1}\right)=\frac{1}{1-2^{-k} s} \sigma\left(x_{1}-2^{-k} s\right)$.
Denote the neural networks on the right side by $\Phi\left(H_{s}\right)$. Then the functions $\sum_{s \in \Lambda} H_{s}\left(x_{1}\right)$ and $1-\sum_{s \in \Lambda} H_{s+1}\left(x_{1}\right)$ can be realized exactly by two networks $\Phi_{1}$ and $\Phi_{2}$ constructed by parallelization of $\Phi_{H_{s}}$. By Lemma 1, the length of $\Phi_{1}$ and $\Phi_{2}$ is 3 and their sizes are bounded $C|\Lambda|$. Since $\Phi_{1}\left(x_{1}\right) \geqslant 0$ and $\Phi_{2}\left(x_{1}\right) \geqslant 0$ when $x_{1} \in \mathbb{I}$, we can write

$$
f(\boldsymbol{x})=\sigma\left[\Phi\left(\sigma\left(\Phi_{1}\left(x_{1}\right)\right), \sigma\left(\sigma\left(\sigma\left(\overline{\boldsymbol{x}}_{1}\right)\right)\right)\right)-\Phi\left(\sigma\left(\Phi_{2}\left(x_{1}\right)\right), \sigma\left(\sigma\left(\sigma\left(\overline{\boldsymbol{x}}_{1}\right)\right)\right)\right)\right] .
$$

Therefore, the network $\Phi_{\Lambda}$ is a concatenation of $\Phi_{1}, \Phi_{2}, \sigma\left(\sigma\left(\sigma\left(\overline{\boldsymbol{x}}_{1}\right)\right)\right)$, and $\Phi$. It is clear that we have the estimate

$$
W\left(\Phi_{\Lambda}\right) \leqslant C(d|\Lambda|+W(\Phi)), \quad L\left(\Phi_{\Lambda}\right) \leqslant 4+L(\Phi)
$$

Case 2. The case $\Lambda \subset Z_{i}(\boldsymbol{k})$ for some $i \in\{0,1,2\}$ and $\Phi(\boldsymbol{x})$ changing sign when $\boldsymbol{x} \in \mathbb{T}^{d}$. In this case, we write $\Phi(\boldsymbol{x})=\sigma(\Phi(\boldsymbol{x}))-\sigma(-\Phi(\boldsymbol{x}))$. Hence

$$
f(\boldsymbol{x}):=\sum_{s \in \Lambda} \sigma\left(\Phi\left(2^{k} x_{1}-s, \overline{\boldsymbol{x}}_{1}\right)\right)-\sum_{s \in \Lambda} \sigma\left(-\Phi\left(2^{k} x_{1}-s, \overline{\boldsymbol{x}}_{1}\right)\right), \quad \boldsymbol{x} \in \mathbb{I}^{d}
$$

Applying the construction in Case 1 for each sum on the right side with $\Phi$ replaced by $\operatorname{Id}(\sigma(\Phi(\cdot)))$ and $\operatorname{Id}(\sigma(-\Phi(\cdot)))$ respectively we obtain two neural networks $\Phi_{\Lambda}^{+}$and $\Phi_{\Lambda}^{-}$. Here Id is the identity operator. Concatenating these two network by parallelization, see Lemma 1 , we obtain $\Phi_{\Lambda}$. Note that

$$
W(\operatorname{Id}(\sigma(\Phi(\cdot))))=W(\operatorname{Id}(\sigma(-\Phi(\cdot))))=W(\Phi)+1
$$

and

$$
L(\operatorname{Id}(\sigma(\Phi(\cdot))))=L(\operatorname{Id}(\sigma(-\Phi(\cdot))))=L(\Phi)+1
$$

Therefore, the estimates (36) still hold true.
Case 3. General case. We rewrite $f$ in the form:

$$
f(\boldsymbol{x})=\sum_{j=0,1,2} \sum_{s \in \Lambda \cap Z_{j}(k)} \Phi\left(2^{k} x_{1}-s, \overline{\boldsymbol{x}}_{1}\right) .
$$

To construct the network $\Phi_{\Lambda}$, we first construct the network $\Phi_{\Lambda_{j}}, j=0,1,2$, by using the procedure in Case 2 to have that

$$
\Phi_{\Lambda_{j}}(\boldsymbol{x})=\sum_{s \in \Lambda \cap Z_{j}(k)} \Phi\left(2^{k} x_{1}-s, \overline{\boldsymbol{x}}_{1}\right)
$$

Then by parallelizing $\left(\Phi_{\Lambda_{j}}\right)_{j=0,1,2}$ we obtain the network $\Phi_{\Lambda}$. From Lemma 1 we prove (36).

Lemma 14. Let $d, m \in \mathbb{N}, d \geqslant 2, \boldsymbol{k} \in \mathbb{N}^{d}, \alpha \in(0,1]$ and $\varepsilon \in(0,1)$. Assume that $\Phi_{\varepsilon}(S)$ is the neural network constructed in Lemma 12 to approximate $S \in \mathcal{S}^{\alpha, d}(m)$ with accuracy $\varepsilon$ and computation complexity as in (27) and (28), (29). Then for every $f \in \dot{U}_{\infty}^{\alpha, d}$ we can explicitly construct a deep ReLU neural network $\Phi_{\varepsilon}\left(S_{k, m}(f)\right)$ so that

$$
\begin{equation*}
\left\|\Phi_{\varepsilon}\left(S_{\boldsymbol{k}, m}(f)\right)-S_{\boldsymbol{k}, m}(f)\right\|_{\infty} \leqslant 2^{-\alpha|\boldsymbol{k}|_{1}+d} \varepsilon \tag{38}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
W\left(\Phi_{\varepsilon}\left(S_{\boldsymbol{k}, m}(f)\right)\right) \leqslant C d\left(2^{|\boldsymbol{k}|_{1}}+\log d 2^{|\boldsymbol{k}|_{1}-|\boldsymbol{k}|_{\infty}} N_{d}(m) 2^{m}\binom{m+d-1}{d-1} \log \left(d B^{d} \varepsilon^{-1}\right)\right) \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
L\left(\Phi_{\varepsilon}\left(S_{\boldsymbol{k}, m}(f)\right)\right) \leqslant C \log d N_{d}(m) 2^{m} \log \left(d B^{d} \varepsilon^{-1}\right) \tag{40}
\end{equation*}
$$

where $N_{d}(m)$ is given in Lemma 6 and $B$ is given in Lemma 5.
Proof. We can assume without loss of generality that $k_{1}=|\boldsymbol{k}|_{\infty}$. By the definition (25), for $f \in \stackrel{\circ}{U}_{\infty}^{\alpha, d}$ we have that

$$
S_{\boldsymbol{k}, m}(f)(\boldsymbol{x}):=2^{-\alpha|\boldsymbol{k}|_{1}+d} \sum_{\bar{s}_{1} \in Z\left(\overline{\boldsymbol{k}}_{1}\right)} \sum_{s_{1} \in Z\left(k_{1}\right)} S_{m}\left(T_{\boldsymbol{k}, \boldsymbol{s}}(f)\right)\left(2^{\boldsymbol{k}} \boldsymbol{x}-\boldsymbol{s}\right) .
$$

We number the elements of the set $\mathcal{S}^{\alpha, d}(m)$ from 1 to $N_{d}(m)$ as $S_{1}, \ldots, S_{N_{d}(m)}$. For $\bar{s}_{1} \in$ $Z\left(\overline{\boldsymbol{k}}_{1}\right)$ and $\eta=1, \ldots, N_{d}(m)$, we define

$$
\Lambda_{\eta}\left(\bar{s}_{1}\right):=\left\{s_{1} \in Z\left(k_{1}\right): S_{m}\left(T_{\boldsymbol{k}, s}(f)\right)=S_{\eta} \in \mathcal{S}^{\alpha, d}(m)\right\} .
$$

Hence, we can write

$$
S_{\boldsymbol{k}, m}(f)(\boldsymbol{x})=2^{-\alpha|\boldsymbol{k}|_{1}+d} \sum_{\bar{s}_{1} \in Z\left(\overline{\boldsymbol{k}}_{1}\right)} \sum_{\eta=1}^{N_{d}(m)} \sum_{s_{1} \in \Lambda_{\eta}\left(\bar{s}_{1}\right)} S_{\eta}\left(2^{\boldsymbol{k}} \boldsymbol{x}-\boldsymbol{s}\right) .
$$

To approximate $S_{k, m}(f)$ we use the output

$$
\begin{equation*}
\Phi_{\varepsilon}\left(S_{\boldsymbol{k}, m}(f)\right)(\boldsymbol{x}):=2^{-\alpha|\boldsymbol{k}|_{1}+d} \sum_{\bar{s}_{1} \in Z\left(\overline{\boldsymbol{k}}_{1}\right)} \sum_{\eta=1}^{N_{d}(m)} \sum_{s_{1} \in \Lambda_{\eta}\left(\bar{s}_{1}\right)} \Phi_{\varepsilon}\left(S_{\eta}\right)\left(2^{\boldsymbol{k}} \boldsymbol{x}-\boldsymbol{s}\right) \tag{41}
\end{equation*}
$$

of a deep ReLU neural network $\Phi_{\varepsilon}\left(S_{\boldsymbol{k}, m}(f)\right)$. Let us first show explicitly how to construct such a network $\Phi_{\varepsilon}\left(S_{\boldsymbol{k}, m}(f)\right)$ and then estimate its size and depth. Denote by $\Phi_{S_{\eta}, \bar{s}_{1}}$ the network constructed by adding a layer of $d$ nodes before the input layer of $\Phi_{\varepsilon}\left(S_{\eta}\right)$. Computations at nodes in the first layer of $\Phi_{S_{\eta}, \bar{s}_{1}}$ are $\sigma\left(x_{1}\right)$ and $\sigma\left(2^{k_{j}} x_{j}-s_{j}\right), j=2, \ldots, d$. Then by (28) and (29) we have

$$
W\left(\Phi_{S_{\eta}, \bar{s}_{1}}\right) \leqslant 2(d-1)+1+W\left(\Phi_{\varepsilon}\left(S_{\eta}\right)\right) \leqslant C W\left(\Phi_{\varepsilon}\left(S_{\eta}\right)\right)
$$

and

$$
L\left(\Phi_{S_{\eta}, \bar{s}_{1}}\right) \leqslant 1+L\left(\Phi_{\varepsilon}\left(S_{\eta}\right)\right) .
$$

Since supp $\Phi_{\varepsilon}\left(S_{\eta}\right) \subset \mathbb{I}^{d}$, we have $\Phi_{S_{\eta}, \bar{s}_{1}}(\boldsymbol{x})=\Phi_{\varepsilon}\left(S_{\eta}\right)\left(x_{1}, 2^{\overline{\boldsymbol{k}}_{1}} \overline{\boldsymbol{x}}_{1}-\overline{\boldsymbol{s}}_{1}\right)$. Hence we can write

$$
\Phi_{\varepsilon}\left(S_{\boldsymbol{k}, m}(f)\right)(\boldsymbol{x})=2^{d-\alpha|\boldsymbol{k}|} \sum_{\bar{s}_{1} \in Z\left(\overline{\boldsymbol{k}}_{1}\right)} \sum_{\eta=1}^{N_{d}(m)} \sum_{s_{1} \in \Lambda_{\eta}\left(\bar{s}_{1}\right)} \Phi_{S_{\eta}, \overline{\boldsymbol{s}}_{1}}\left(2^{k_{1}} x_{1}-s_{1}, \overline{\boldsymbol{x}}_{1}\right) .
$$

Applying Lemma 13 to the function $\sum_{s_{1} \in \Lambda_{\eta}\left(\overline{\boldsymbol{s}}_{1}\right)} \Phi_{S_{\eta}, \overline{\boldsymbol{s}}_{1}}\left(2^{k_{1}} x_{1}-s_{1}, \overline{\boldsymbol{x}}_{1}\right)$, we can explicitly construct a network $\Phi_{\Lambda_{\eta}\left(\bar{s}_{1}\right)}$ with the output

$$
\Phi_{\Lambda_{\eta}\left(\overline{\boldsymbol{s}}_{1}\right)}(\boldsymbol{x})=\sum_{s_{1} \in \Lambda_{\eta}\left(\bar{s}_{1}\right)} \Phi_{S_{\eta}, \overline{\boldsymbol{s}}_{1}}\left(2^{k_{1}} x_{1}-s_{1}, \overline{\boldsymbol{x}}_{1}\right),
$$

so that its size and depth satisfy

$$
W\left(\Phi_{\Lambda_{\eta}\left(\bar{s}_{1}\right)}\right) \leqslant C\left(d\left|\Lambda_{\eta}\left(\bar{s}_{1}\right)\right|+W\left(\Phi_{\left.S_{\eta}, \bar{s}_{1}\right)}\right) \leqslant C\left(d\left|\Lambda_{\eta}\left(\bar{s}_{1}\right)\right|+W\left(\Phi_{\varepsilon}\left(S_{\eta}\right)\right)\right)\right.
$$

and

$$
L\left(\Phi_{\Lambda_{\eta}\left(\bar{s}_{1}\right)}\right) \leqslant C L\left(\Phi_{S_{\eta}, \bar{s}_{1}}\right) \leqslant C L\left(\Phi_{\varepsilon}\left(S_{\eta}\right)\right) .
$$

Let $\Phi_{\bar{s}_{1}}$ be the special network combining $\left(\Phi_{\Lambda_{\eta}\left(\bar{s}_{1}\right)}\right)_{\eta=1, \ldots, N_{d}(m)}$ with output

$$
\Phi_{\bar{s}_{1}}(\boldsymbol{x})=\sum_{\eta=1}^{N_{d}(m)} \Phi_{\Lambda_{\eta}\left(\bar{s}_{1}\right)}(\boldsymbol{x}) .
$$

By Lemmata 2 and 12 its length is bounded as

$$
L\left(\Phi_{\bar{s}_{1}}\right) \leqslant \sum_{\eta=1}^{N_{d}(m)} L\left(\Phi_{\Lambda_{\eta}\left(\bar{s}_{1}\right)}\right) \leqslant C \sum_{\eta=1}^{N_{d}(m)} L\left(\Phi_{\varepsilon}\left(S_{\eta}\right)\right) \leqslant C \log d N_{d}(m) 2^{m} \log \left(d B^{d} \varepsilon^{-1}\right)
$$

and its size

$$
\begin{aligned}
W\left(\Phi_{\bar{s}_{1}}\right) & \leqslant \sum_{\eta=1}^{N_{d}(m)} W\left(\Phi_{\Lambda_{\eta}\left(\bar{s}_{1}\right)}\right)+(d+1) L\left(\Phi_{\bar{s}_{1}}\right) \\
& \leqslant \sum_{\eta=1}^{N_{d}(m)} C\left(d\left|\Lambda_{\eta}\left(\bar{s}_{1}\right)\right|+W\left(\Phi_{\varepsilon}\left(S_{\eta}\right)\right)\right)+(d+1) L\left(\Phi_{\bar{s}_{1}}\right) \\
& \leqslant C\left(\sum_{\eta=1}^{N_{d}(m)} d\left|\Lambda_{\eta}\left(\bar{s}_{1}\right)\right|+(d \log d) N_{d}(m) 2^{m} \log \left(d B^{d} \varepsilon^{-1}\right)\binom{m+d-1}{d-1}\right) \\
& \leqslant C d\left(2^{k_{1}}+(\log d) N_{d}(m) 2^{m}\binom{m+d-1}{d-1} \log \left(d B^{d} \varepsilon^{-1}\right)\right) .
\end{aligned}
$$

Since $\boldsymbol{x} \in \mathbb{I}^{d}$, the network $\Phi_{\bar{s}_{1}}$ can be transformed to a standard ReLU neural network with the same output and estimation for depth and size (by adjusting the constants), see (3) and (4). We still denote this new network by $\Phi_{\bar{s}_{1}}$.

The network $\Phi_{\varepsilon}\left(S_{k, m}(f)\right)$ is a parallelization of $\left(\Phi_{\bar{s}_{1}}\right)_{\bar{s}_{1} \in \overline{\boldsymbol{k}}_{1}}$ which has output (41) and by Lemma 1

$$
\begin{aligned}
W\left(\Phi_{\varepsilon}\left(S_{\boldsymbol{k}, m}(f)\right)\right) & \leqslant 2 \cdot 2^{\mid \overline{\boldsymbol{k}}_{\left.\right|_{1}}} \max _{\bar{s}_{1} \in \bar{k}_{1}} W\left(\Phi_{\bar{s}_{1}}\right) \\
& \leqslant C d 2^{\left.\left|\bar{k}_{1}\right|\right|_{1}}\left(2^{k_{1}}+\log d N_{d}(m) 2^{m}\binom{m+d-1}{d-1} \log \left(d B^{d} \varepsilon^{-1}\right)\right)
\end{aligned}
$$

and

$$
L\left(\Phi_{\varepsilon}\left(S_{\boldsymbol{k}, m}(f)\right)\right) \leqslant \max _{\bar{s}_{1} \in Z\left(\overline{\boldsymbol{k}}_{1}\right)} L\left(\Phi_{\bar{s}_{1}}\right) \leqslant C \log d N_{d}(m) 2^{m} \log \left(d B^{d} \varepsilon^{-1}\right) .
$$

Thus, (39) and (40) have been proven. Next, we prove the estimate of the approximation error (38). Notice that by the assumptions of the lemma and Lemma $12 \operatorname{supp} S \subset \mathbb{I}^{d}$ and $\operatorname{supp} \Phi_{\varepsilon}(S) \subset \mathbb{I}^{d}$ for all $S \in \mathcal{S}^{\alpha, d}(m)$, and it holds the estimate (27). Moreover, for different pairs $(s, \eta)$ and $\left(s^{\prime}, \eta^{\prime}\right)$, the supports of the functions $\left(\Phi_{\varepsilon}\left(S_{\eta}\right)-S_{\eta}\right)\left(2^{k} \cdot-s\right)$ and $\left(\Phi_{\varepsilon}\left(S_{\eta^{\prime}}\right)-S_{\eta^{\prime}}\right)\left(2^{k} \cdot-s^{\prime}\right)$ are disjoint. Hence, by (27) we obtain

$$
\begin{aligned}
\left\|\Phi_{\varepsilon}\left(S_{\boldsymbol{k}, m}(f)\right)-S_{\boldsymbol{k}, m}(f)\right\|_{\infty} & =2^{d-\alpha|\boldsymbol{k}|_{1}} \|_{\bar{s}_{1} \in Z\left(\overline{\boldsymbol{k}}_{1}\right)} \sum_{\eta=1} \sum_{s_{d}(m)}^{\sum_{s_{1} \in \Lambda_{\eta}\left(\bar{s}_{1}\right)}\left(\Phi_{\varepsilon}\left(S_{\eta}\right)-S_{\eta}\right)\left(2^{\boldsymbol{k}} \cdot-\boldsymbol{s}\right) \|_{\infty}} \\
& =2^{d-\alpha|\boldsymbol{k}|_{1}} \max _{\bar{s}_{1} \in Z\left(\bar{k}_{1}\right)} \max _{1 \leqslant \eta \leqslant N_{d}(m)} \max _{s_{1} \in \Lambda_{\eta}\left(\overline{s_{1}}\right)}\left\|\left(\Phi_{\varepsilon}\left(S_{\eta}\right)-S_{\eta}\right)\left(2^{\boldsymbol{k}} \cdot-\boldsymbol{s}\right)\right\|_{\infty} \\
& \leqslant 2^{d-\alpha|\boldsymbol{k}|_{1}} \varepsilon
\end{aligned}
$$

which proves (38).
We are now in position to prove Theorem 11.
Proof. For convenience, we divide the proof into several steps.
Step 1. Let us recall our plan of the proof. To approximate $f \in \stackrel{\circ}{\infty}_{\infty}^{\alpha, d}$, we will construct a deep ReLU neural network with an output of the form

$$
\begin{equation*}
\Phi_{\varepsilon}(f)=\Phi_{\varepsilon / 2}\left(R_{n}(f)\right)+\Phi_{\varepsilon / 2}\left(f-R_{n}(f)\right), \tag{42}
\end{equation*}
$$

where $\Phi_{\varepsilon / 2}\left(R_{n}(f)\right)$ and $\Phi_{\varepsilon / 2}\left(f-R_{n}(f)\right)$ are deep ReLU neural networks approximating $R_{n}(f)$ and $f-R_{n}(f)$ with accuracy $\varepsilon / 2$, respectively. Then we have

$$
\begin{equation*}
\left\|f-\Phi_{\varepsilon}(f)\right\|_{\infty} \leqslant\left\|R_{n}(f)-\Phi_{\varepsilon / 2}\left(R_{n}(f)\right)\right\|_{\infty}+\left\|\left(f-R_{n}(f)\right)-\Phi_{\varepsilon / 2}\left(f-R_{n}(f)\right)\right\|_{\infty} \leqslant \varepsilon . \tag{43}
\end{equation*}
$$

For approximation of the first term $R_{n}(f)$, we take the deep ReLU neural network $\Phi_{\varepsilon / 2}\left(R_{n}(f)\right)$ which has been constructed in Lemma 10. In the following we construct a deep ReLU neural network $\Phi_{\varepsilon / 2}\left(f-R_{n}(f)\right)$ for approximating $f-R_{n}(f)$ with accuracy $\varepsilon / 2$.

As noticed above, since the difference $f-R_{n}(f)$ is represented as in (23), we shall explicitly construct deep $\operatorname{ReLU}$ neural networks $\Phi_{\boldsymbol{\varepsilon}^{\prime}}\left(F_{\boldsymbol{k}_{j}}\right)$ to approximate each term $F_{\boldsymbol{k}_{j}}$ with accuracy $\varepsilon^{\prime}$ in the sum in (23), where the value of $\varepsilon^{\prime}$ will be chosen latter. For ease of
notation we consider the case $\operatorname{supp}\left(\boldsymbol{k}_{j}\right)=j$ with $1 \leqslant j \leqslant d-1$. The other cases are carried out similarly with a slight modification. From (24) we have

$$
\begin{aligned}
F_{\boldsymbol{k}_{j}} & =\prod_{i=1}^{j}\left(T_{\left(k_{i}-1\right) e^{j}}-T_{k_{i} e^{j}}\right) T_{\left(n+1-\left|\boldsymbol{k}_{j}\right|_{1}\right) e^{j+1}}(f) \\
& =\sum_{e \in\{0,1\}^{j}}(-1)^{|e|_{1}} T_{\boldsymbol{k}_{j}-e} T_{\left(n+1-\left|\boldsymbol{k}_{j}\right| 1\right) e^{j+1}}(f)=\sum_{\ell \in \Lambda\left(\boldsymbol{k}_{j}\right)} c_{\ell} T_{\ell}(f),
\end{aligned}
$$

where

$$
\Lambda\left(\boldsymbol{k}_{j}\right):=\left\{\boldsymbol{\ell} \in \mathbb{N}_{0}^{d}, \operatorname{supp}(\boldsymbol{\ell}) \subset\{1, \ldots, j+1\}, \boldsymbol{\ell}_{j}=\boldsymbol{k}_{j}-\boldsymbol{e}, \ell_{j+1}=n+1-\left|\boldsymbol{k}_{j}\right|_{1}, \boldsymbol{e} \in\{0,1\}^{j}\right\}
$$

and $c_{\ell}$ is either 1 or -1 . It is easy to see that $\left|\Lambda\left(\boldsymbol{k}_{j}\right)\right| \leqslant 2^{j}$ for all $\boldsymbol{k}_{j}$ and if $\boldsymbol{\ell} \in \Lambda\left(\boldsymbol{k}_{j}\right)$ then $n+1-d \leqslant|\ell|_{1} \leqslant n+1$.

We approximate $F_{\boldsymbol{k}_{j}}$ by the output

$$
\Phi_{\varepsilon^{\prime}}\left(F_{\boldsymbol{k}_{j}}\right)(\boldsymbol{x}):=\sum_{\ell \in \Lambda\left(\boldsymbol{k}_{j}\right)} c_{\ell} \Phi_{\varepsilon^{\prime}}\left(S_{\ell, m}(f)\right),
$$

where the networks $\Phi_{\varepsilon^{\prime}}\left(S_{\ell, m}(f)\right)$ are constructed as in Lemma 14. The network $\Phi_{\varepsilon^{\prime}}\left(F_{\boldsymbol{k}_{j}}\right)$ is a parallelization of $\Phi_{\varepsilon^{\prime}}\left(S_{\ell, m}(f)\right), \boldsymbol{\ell} \in \Lambda\left(\boldsymbol{k}_{j}\right)$.

We define $\Phi_{\varepsilon / 2}\left(f-R_{n}(f)\right)$ as a deep ReLU neural network with the output

$$
\begin{equation*}
\Phi_{\varepsilon / 2}\left(f-R_{n}(f)\right):=\sum_{j=0}^{d-1} \sum_{\left|\boldsymbol{k}_{j}\right|_{1} \leqslant n} \Phi_{\varepsilon^{\prime}}\left(F_{\boldsymbol{k}_{j}}\right)(\boldsymbol{x}) \tag{44}
\end{equation*}
$$

which is a parallelization of $\Phi_{\varepsilon^{\prime}}\left(F_{\boldsymbol{k}_{j}}\right),\left|\boldsymbol{k}_{j}\right|_{1} \leqslant n, j=0, \ldots, d-1$. It approximates $f-R_{n}(f)$ with accuracy $\varepsilon / 2$ by an appropriate choice of $\varepsilon^{\prime}$.

We put

$$
\varepsilon^{\prime}=B^{d} 2^{-\alpha m}\binom{m+d}{d-1}
$$

with $m$ will be chosen later such that $\varepsilon^{\prime} \in(0,1)$. We have from (26) and Lemma 14

$$
\begin{aligned}
\left\|F_{\boldsymbol{k}_{j}}-\Phi_{\varepsilon^{\prime}}\left(F_{\boldsymbol{k}_{j}}\right)\right\|_{\infty} & \leqslant \sum_{\ell \in \Lambda\left(\boldsymbol{k}_{j}\right)}\left(\left\|T_{\ell}(f)-S_{\ell, m}(f)\right\|_{\infty}+\left\|\Phi_{\varepsilon^{\prime}}\left(S_{\ell, m}(f)\right)-S_{\ell, m}(f)\right\|_{\infty}\right) \\
& \leqslant \sum_{\ell \in \Lambda\left(\boldsymbol{k}_{j}\right)}\left((2 B)^{d}\left(2^{m} 2^{\mid \ell \ell_{1}}\right)^{-\alpha}\binom{m+d}{d-1}+2^{-\alpha|\ell|_{1}+d} \varepsilon^{\prime}\right) \\
& \leqslant \sum_{\ell \in \Lambda\left(\boldsymbol{k}_{j}\right)}\left((2 B)^{d}\left(2^{m} 2^{n+1-d}\right)^{-\alpha}\binom{m+d}{d-1}+2^{-\alpha(n+1-d)+d} \varepsilon^{\prime}\right) \\
& \leqslant 2^{j+1-\alpha}\left(2^{\alpha+1} B\right)^{d}\left(2^{m} 2^{n}\right)^{-\alpha}\binom{m+d}{d-1} .
\end{aligned}
$$

This leads to

$$
\begin{aligned}
\left\|\left(f-R_{n}(f)\right)-\Phi_{\varepsilon / 2}\left(f-R_{n}(f)\right)\right\|_{\infty} & \leqslant \sum_{j=0}^{d-1} \sum_{\left|k_{j}\right|_{1} \leqslant n}\left\|\Phi_{\varepsilon^{\prime}}\left(F_{\boldsymbol{k}_{j}}\right)-F_{\boldsymbol{k}_{j}}\right\|_{\infty} \\
& \leqslant \sum_{j=0}^{d-1} \sum_{\left|k_{j}\right|_{1} \leqslant n} 2^{j+1-\alpha}\left(2^{\alpha+1} B\right)^{d}\left(2^{m} 2^{n}\right)^{-\alpha}\binom{m+d}{d-1} \\
& \leqslant \sum_{j=0}^{d-1} 2^{j}\binom{n+j}{j} 2^{1-\alpha}\left(2^{\alpha+1} B\right)^{d}\left(2^{m} 2^{n}\right)^{-\alpha}\binom{m+d}{d-1} \\
& \leqslant 2^{1-\alpha}\left(2^{\alpha+2} B\right)^{d}\left(2^{m} 2^{n}\right)^{-\alpha}\binom{m+d}{d-1}\binom{n+d-1}{d-1} .
\end{aligned}
$$

We denote the last term by $A_{n, m}$. In the next step, our task is to choose $n, m$ (and therefore, $\varepsilon^{\prime}$ ) depending on $\varepsilon$ such that $A_{n, m} \leqslant \varepsilon / 2$. Then we define the deep ReLU neural network $\Phi_{\varepsilon}(f)$ as a parallelization of the networks $\Phi_{\varepsilon / 2}\left(R_{n}(f)\right)$ and $\Phi_{\varepsilon / 2}\left(f-R_{n}(f)\right)$ with the output (42). From this (43) follows. The size and depth of $\Phi_{\varepsilon}(f)$ are estimated explicitly in $d$ and $\varepsilon$ from the estimation of sizes and depths of $\Phi_{\varepsilon / 2}\left(R_{n}(f)\right)$ and $\Phi_{\varepsilon^{\prime}}\left(F_{\boldsymbol{k}_{j}}\right)$ by the choice of $m, n$. Step 2. The choices of $\varepsilon_{0}$ and $n, m$. Define $m_{0} \geqslant d$ as the smallest integer such that $B^{d} 2^{-\alpha m_{0}}\binom{m_{0}+d}{d-1}<1$. Denote $n_{0} \in \mathbb{N}$ from which the function

$$
\begin{equation*}
h(n):=K_{d, \alpha} 2^{-\alpha n} n^{d-1-\alpha}(\log n)^{(\alpha+1)(d-1)}, \tag{45}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{d, \alpha}:=2\left(2^{\alpha+2} B\right)^{d}(4 d \log 3)^{\alpha}\left(\frac{2^{d-1}}{(d-1)!}\right)^{\alpha+2} \tag{46}
\end{equation*}
$$

is decreasing and $h(n-1) \leqslant 2^{-\alpha n / 2}$ for all $n \geqslant n_{0}$. We put $n_{1}=\left\lfloor(8 d \log 3) 2^{m_{0}}\binom{m_{0}+d-1}{d-1}\right\rfloor+1$ and define $\varepsilon_{0}=\min \left\{h\left(n_{0}\right), h\left(n_{1}\right), 1 / 2\right\}$. For $\varepsilon \in\left(0, \varepsilon_{0}\right)$ we choose $n \in \mathbb{N}, n \geqslant \max \left\{n_{0}, n_{1}\right\}$, such that $h(n) \leqslant \varepsilon / 2<h(n-1)$ and then $m$ such that

$$
\begin{equation*}
(\log d) 3^{2^{m+1}\binom{m+d-1}{d-1}} 2^{m}\binom{m+d-1}{d-1} m \leqslant 2^{\frac{n}{d}}<(\log d) 3^{2^{m+2}\binom{m+d}{d-1}} 2^{m+1}\binom{m+d}{d-1}(m+1) . \tag{47}
\end{equation*}
$$

These choices imply

$$
3^{2^{m+1}\binom{m+d-1}{d-1}} \leqslant 2^{\frac{n}{d}}<3^{2^{m+3}\binom{m+d}{d-1}}
$$

and

$$
\begin{equation*}
2^{m+1}\binom{m+d-1}{d-1} \log 3<\frac{n}{d}<(8 \log 3) 2^{m}\binom{m+d}{d-1} \quad \text { and } \quad m \leqslant \log n . \tag{48}
\end{equation*}
$$

Since $n \geqslant(8 d \log 3) 2^{m_{0}}\binom{m_{0}+d}{d-1}$ we get $m \geqslant m_{0} \geqslant d$ and

$$
\begin{aligned}
A_{n, m} & \leqslant 2^{1-\alpha}\left(2^{\alpha+2} B\right)^{d} 2^{-n \alpha}\left[d n^{-1}(8 \log 3)\binom{m+d}{d-1}\right]^{\alpha}\binom{m+d}{d-1}\binom{n+d-1}{d-1} \\
& \leqslant 2\left(2^{\alpha+2} B\right)^{d}(4 d \log 3)^{\alpha}\left(\frac{2^{d-1}}{(d-1)!}\right)^{\alpha+2} 2^{-\alpha n} n^{d-1-\alpha} m^{(\alpha+1)(d-1)} \\
& =h(n) \leqslant \frac{\varepsilon}{2} .
\end{aligned}
$$

Step 3. Estimating the size and depth of $\Phi_{\varepsilon^{\prime}}\left(S_{\ell, m}(f)\right)$. From $n+1-d \leqslant|\ell|_{1} \leqslant n+1$ we have

$$
|\ell|_{1}-|\ell|_{\infty} \leqslant n+1-\frac{n+1-d}{d} \leqslant n-\frac{n}{d}+2
$$

which by (39) leads to

$$
W\left(\Phi_{\varepsilon^{\prime}}\left(S_{\ell, m}(f)\right)\right) \leqslant C d\left(2^{n}+(\log d) 2^{n-\frac{n}{d}+m}\binom{m+d-1}{d-1} \log \left(d B^{d} \varepsilon^{\prime-1}\right) N_{d}(m)\right) .
$$

Note that by the choice of $\varepsilon^{\prime}$ we get

$$
\log \left(d B^{d} \varepsilon^{\prime-1}\right) \leqslant \log \left(d 2^{\alpha m}\binom{m+d}{d-1}^{-1}\right) \leqslant \alpha m .
$$

It yields from (47)

$$
(\log d) 2^{m}\binom{m+d-1}{d-1} m N_{d}(m) \leqslant 3^{2^{m+1}\binom{m+d-1}{d-1}} 2^{m}\binom{m+d-1}{d-1} m \leqslant 2^{\frac{n}{d}} .
$$

Consequently

$$
\begin{equation*}
W\left(\Phi_{\varepsilon^{\prime}}\left(S_{\ell, m}(f)\right)\right) \leqslant C_{\alpha} d 2^{n} . \tag{49}
\end{equation*}
$$

Similarly, we have

$$
L\left(\Phi_{\varepsilon^{\prime}}\left(S_{\ell, m}(f)\right)\right) \leqslant C \log d N_{d}(m) 2^{m} \log \left(d B^{d} \varepsilon^{\prime-1}\right) \leqslant C_{\alpha}(\log d) 3^{2^{m+1}\binom{m+d-1}{d-1} 2^{m} m \leqslant C_{\alpha} 2^{\frac{n}{d}} . . . ~}
$$

Step 4. Estimation of the size and depth of $\Phi_{\varepsilon}(f)$. We recall that $\Phi_{\varepsilon / 2}\left(f-R_{n}(f)\right)$ is the network obtained by parallelization of $\Phi_{\varepsilon^{\prime}}\left(S_{\ell, m}(f)\right)$ with $\boldsymbol{\ell}$ in the multi-set

$$
\Lambda=\left\{\ell \in \Lambda\left(\boldsymbol{k}_{j}\right), j=0, \ldots, d-1,\left|\boldsymbol{k}_{j}\right|_{1} \leqslant n\right\}
$$

and has the output equal to the double sum on the right side of (44). We have

$$
|\Lambda| \leqslant \sum_{j=0}^{d-1} \sum_{\left|\boldsymbol{k}_{j}\right|_{1} \leqslant n} 2^{j}=\sum_{j=0}^{d-1} 2^{j}\binom{n+j}{j} \leqslant 2^{d}\binom{n+d-1}{d-1}
$$

The network $\Phi_{\varepsilon}(f)$ is a parallelization of $\Phi_{\varepsilon / 2}\left(R_{n}(f)\right)$ and $\Phi_{\varepsilon / 2}\left(f-R_{n}(f)\right)$. Therefore, by Lemma 1 and the construction of $\Phi_{\varepsilon / 2}\left(R_{n}(f)\right)$ and $\Phi_{\varepsilon / 2}\left(f-R_{n}(f)\right)$ we obtain

$$
\begin{aligned}
W\left(\Phi_{\varepsilon}(f)\right) & \leqslant C \max \left\{W\left(\Phi_{\varepsilon / 2}\left(R_{n}(f)\right)\right), W\left(\Phi_{\varepsilon / 2}\left(f-R_{n}(f)\right)\right\}\right. \\
& \leqslant C \max \left\{W\left(\Phi_{\varepsilon / 2}\left(R_{n}(f)\right)\right), 2^{d}\binom{n+d-1}{d-1} \max _{\ell \in \Lambda} W\left(\Phi_{\varepsilon^{\prime}}\left(S_{\ell, m}(f)\right)\right)\right\} .
\end{aligned}
$$

From Lemma 10 and (49) we deduce that

$$
W\left(\Phi_{\varepsilon}(f)\right) \leqslant C_{\alpha} \max \left\{d 2^{n} \log \left(d B^{d} 2 \varepsilon^{-1}\right)\binom{n+d-1}{d-1}, d 2^{d} 2^{n}\binom{n+d-1}{d-1}\right\} .
$$

Since $h(n) \leqslant \varepsilon / 2$, from (45) by simple calculation we get

$$
\log \left(d B^{d} \varepsilon^{-1}\right) \leqslant C_{\alpha}(d+n) \leqslant C_{\alpha} d n
$$

which implies

$$
W\left(\Phi_{\varepsilon}(f)\right) \leqslant C_{\alpha} d 2^{d} 2^{n} n^{d} \frac{2^{d-1}}{(d-1)!} .
$$

From $\varepsilon / 2 \leqslant h(n-1) \leqslant 2^{-\alpha n / 2}$ we deduce $n \leqslant 2 \alpha^{-1} \log \left(2 \varepsilon^{-1}\right)$ and by (45)

$$
\begin{equation*}
2^{n} \leqslant C_{\alpha}\left(K_{d, \alpha} 2 \varepsilon^{-1} n^{d-1-\alpha}(\log n)^{(\alpha+1)(d-1)}\right)^{\frac{1}{\alpha}} . \tag{50}
\end{equation*}
$$

Consequently

$$
\begin{aligned}
W\left(\Phi_{\varepsilon}(f)\right) & \leqslant C_{\alpha} d 2^{d} \frac{2^{d-1}}{(d-1)!}\left(K_{d, \alpha} \varepsilon^{-1}(n \log n)^{(\alpha+1)(d-1)}\right)^{\frac{1}{\alpha}} \\
& \leqslant C_{\alpha} d 2^{d} \frac{2^{d-1}}{(d-1)!}\left(K_{d, \alpha}\right)^{\frac{1}{\alpha}} \varepsilon^{-\frac{1}{\alpha}}\left(\log \left(2 \alpha^{-1} \log \left(2 \varepsilon^{-1}\right)\right) 2 \alpha^{-1} \log \left(2 \varepsilon^{-1}\right)\right)^{\left(1+\frac{1}{\alpha}\right)(d-1)}
\end{aligned}
$$

We use the inequalities with $p:=\left(1+\frac{1}{\alpha}\right)(d-1) \geqslant 1, \varepsilon \in(0,1 / 2)$

$$
\begin{align*}
{\left[\log \left(2 \alpha^{-1} \log \left(2 \varepsilon^{-1}\right)\right)\right]^{p} } & =\left[\log \left(2 \alpha^{-1}\right)+\log \log \left(2 \varepsilon^{-1}\right)\right]^{p} \\
& \leqslant\left[2 \log \left(2 \alpha^{-1}\right)\left(\log \log \left(2 \varepsilon^{-1}\right)\right)\right]^{p} \tag{51}
\end{align*}
$$

to obtain
$\left.W\left(\Phi_{\varepsilon}(f)\right) \leqslant C_{\alpha} d 2^{d} \frac{2^{d-1}}{(d-1)!}\left(K_{d, \alpha}\right)^{\frac{1}{\alpha}} \varepsilon^{-\frac{1}{\alpha}}\left(4 \alpha^{-1} \log \left(2 \alpha^{-1}\right) \log \log \left(2 \varepsilon^{-1}\right)\right) \log \left(2 \varepsilon^{-1}\right)\right)^{\left(1+\frac{1}{\alpha}\right)(d-1)}$.
Replacing $K_{d, \alpha}$ by the right-hand side of (46), we prove (21).
Now we estimate the depth of $\Phi_{\varepsilon}(f)$. By applying Lemmata 2,10 and by the construction of $\Phi_{\varepsilon / 2}\left(f-R_{n}(f)\right)$ we have that

$$
\begin{aligned}
L\left(\Phi_{\varepsilon}(f)\right) & =C \max \left\{L\left(\Phi_{\varepsilon / 2}\left(R_{n}(f)\right)\right), L\left(\Phi_{\varepsilon / 2}\left(f-R_{n}(f)\right)\right)\right\} \\
& \leqslant C \max \left\{\log d \log \left(d B^{d}(\varepsilon / 2)^{-1}\right), \max _{\ell \in \Lambda} L\left(\Phi_{\varepsilon^{\prime}}\left(S_{\ell, m}(f)\right)\right)\right\} \\
& \leqslant C_{\alpha} \max \left\{\log d \log \left(d B^{d} \varepsilon^{-1}\right), 2^{\frac{n}{d}}\right\} \\
& \leqslant C_{\alpha} \max \left\{(d \log d) n, 2^{\frac{n}{d}}\right\} .
\end{aligned}
$$

By (47) and (48) it is easily seen that $2^{\frac{n}{d}}$ dominates $(d \log d) n$. From (50), the inequality $n \leqslant 2 \alpha^{-1} \log \left(2 \varepsilon^{-1}\right)$, and (51) we get

$$
\begin{aligned}
2^{\frac{n}{d}} & \leqslant C_{\alpha}\left(K_{d, \alpha} \varepsilon^{-1} n^{d-1-\alpha}(\log n)^{(\alpha+1)(d-1)}\right)^{1 /(d \alpha)} \\
& \leqslant C_{\alpha}\left(K_{d, \alpha} \varepsilon^{-1}\left(2 \alpha^{-1} \log \left(2 \varepsilon^{-1}\right)\right)^{d-1-\alpha}\left(\log \left(2 \alpha^{-1} \log \left(2 \varepsilon^{-1}\right)\right)\right)^{(\alpha+1)(d-1)}\right)^{1 /(d \alpha)} \\
& \left.\leqslant C_{\alpha}\left(K_{d, \alpha} \varepsilon^{-1}\left(2 \alpha^{-1} \log \left(2 \varepsilon^{-1}\right)\right)^{d-1-\alpha}\left(2 \log \left(2 \alpha^{-1}\right) \log \log \left(2 \varepsilon^{-1}\right)\right)\right)^{(\alpha+1)(d-1)}\right)^{1 /(d \alpha)}
\end{aligned}
$$

In view of (46), we find that

$$
\left(K_{d, \alpha}\left(2 \alpha^{-1}\right)^{d-1-\alpha}\left(2 \log \left(2 \alpha^{-1}\right)\right)^{(\alpha+1)(d-1)}\right)^{1 /(d \alpha)}
$$

is bounded by a constant depending only on $\alpha$. Consequently

$$
L\left(\Phi_{\varepsilon}(f)\right) \leqslant C_{\alpha} \varepsilon^{-\frac{1}{d \alpha}}\left(\log \left(2 \varepsilon^{-1}\right)\right)^{\frac{d-1-\alpha}{d \alpha}}\left(\log \log \left(2 \varepsilon^{-1}\right)\right)^{\frac{(\alpha+1)(d-1)}{d \alpha}}
$$

which proves $(22)$.

## 6. AN APPLICATION TO NUMERICAL SOLVING PDES

In this section, we apply the results on approximation by deep ReLU neural networks in Sections 4 and 5 to numerical approximation to the solution of elliptic PDEs. Before going
into detail, let us analyze the differences between approximation by deep ReLU neural networks and finite element methods. It is well-known that every deep ReLU neural network in $\mathbb{R}^{d}$ represents a continuous piecewise linear function defined on a number of polyhedral subdomains and conversely every continuous piecewise linear function in $\mathbb{R}^{d}$ can be represented by a deep ReLU. This shows that there exists some deep ReLU neural network which is at least as good as adaptive finite element for solutions of PDEs. However, the approximation to solutions of PDEs in high dimensions by finite element methods is burdened the curse of dimensionality. For some PDEs, it has been shown that deep neural networks are capable of representing solutions without incurring the curse of dimensionality, see, for instance, [15, 20, 21]. For further discussion about relationship between deep ReLU neural networks and finite element methods in numerical solving PDEs, we refer the reader to [17, 28, 30].

Consider a modeled diffusion elliptic equation

$$
-\operatorname{div}(a(\boldsymbol{x}) \nabla u(\boldsymbol{x}))=f(\boldsymbol{x}) \quad \text { in } \quad \mathbb{I}^{d},\left.u\right|_{\partial \mathbb{I}^{d}}=0,
$$

with a function $f$ and a diffusion coefficient $a$ having sufficient regularity. Denote by $V:=$ $\grave{W}_{2}^{1}\left(\mathbb{I}^{d}\right)$ the energy space. If $a$ satisfies the ellipticity assumption

$$
0<a_{\min } \leqslant a(\boldsymbol{x}) \leqslant a_{\max }<\infty, \forall \boldsymbol{x} \in \mathbb{I}^{d},
$$

by the well-known Lax-Milgram lemma, there exists a unique solution $u \in V$ in weak form which satisfies the variational equation

$$
\int_{\mathbb{I}^{d}} a(\boldsymbol{x}) \nabla u(\boldsymbol{x}) \cdot \nabla v(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}=\int_{\mathbb{I}^{d}} f(\boldsymbol{x}) v(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}, \forall v \in V .
$$

We want to approximate the solution $u$ by deep ReLU neural networks. The approximation error is measured in the norm of $L_{\infty}\left(\mathbb{I}^{d}\right)$. Assume for the modeled case that $a$ and $f$ have Hölder-Nikol'skii mixed smoothness 1, i.e., $a, f \in H_{\infty}^{1}\left(\mathbb{I}^{d}\right)$. Then, the solution $u$ has at least mixed derivatives $\partial^{\alpha} u$ with $\boldsymbol{\alpha} \in \mathbb{N}_{0}^{d}, \max _{j=1, \ldots, d} \alpha_{j} \leqslant 1$, belonging to $L_{2}\left(\mathbb{I}^{d}\right)$ [12], and therefore, by embedding for function spaces of mixed smoothness, see [32, Theorem 2.4.1],


For the nonadaptive approximation, according to Theorem 7 , for any $\varepsilon>0$ sufficient small one can explicitly construct a deep neural network architecture $\mathbb{A}_{\varepsilon}$ independent of $f$ and $a$, and a deep $\operatorname{ReLU}$ neural network $\Phi_{\varepsilon}(u)$ having the architecture $\mathbb{A}_{\varepsilon}$ such that

$$
\begin{gathered}
\left\|u-\Phi_{\varepsilon}(u)\right\|_{\infty} \leqslant \varepsilon \\
W\left(\mathbb{A}_{\varepsilon}\right) \leqslant C d\left(\frac{K_{1}^{d}}{(d-1)!}\right)^{3} \varepsilon^{-2} \log \left(2 \varepsilon^{-1}\right)^{3(d-1)+1}
\end{gathered}
$$

and

$$
L\left(\mathbb{A}_{\varepsilon}\right) \leqslant C \log d \log \left(2 \varepsilon^{-1}\right),
$$

where $K_{1}:=8(\sqrt{2}+1)^{3 / 2}$.
For the adaptive approximation, according to Theorem 11, for any $\varepsilon>0$ sufficient small one can explicitly construct an adaptive deep $\operatorname{ReLU}$ neural network $\Phi_{\varepsilon}(u)$ so that

$$
\begin{gathered}
\left\|u-\Phi_{\varepsilon}(u)\right\|_{\infty} \leqslant \varepsilon, \\
W\left(\Phi_{\varepsilon}(u)\right) \leqslant C d^{2}\left(\frac{K_{2}^{d}}{(d-1)!}\right)^{6} \varepsilon^{-2}\left(\log \left(2 \varepsilon^{-1}\right) \log \log \left(2 \varepsilon^{-1}\right)\right)^{3(d-1)},
\end{gathered}
$$

and

$$
L\left(\Phi_{\varepsilon}(u)\right) \leqslant C^{\prime} \varepsilon^{-\frac{2}{d}}\left(\log \left(2 \varepsilon^{-1}\right)\right)^{\frac{2 d-3}{d}}\left(\log \log \left(2 \varepsilon^{-1}\right)\right)^{\frac{3(d-1)}{d}}
$$

where $K_{2}:=16((2+\sqrt{2}))^{1 / 3}$.

## 7. CONCLUSIONS

We have presented both nonadaptive and adaptive methods for explicit construction of deep $\operatorname{ReLU}$ neural network $\Phi_{\varepsilon}(f)$ having an output that approximates functions $f$ in the Hölder-Nikol'skii spaces with an arbitrary prescribed accuracy $\varepsilon$ in the $L_{\infty}$-norm. Nonadaptivity means that the architecture of approximating deep ReLU neural networks is the same for all functions in $\stackrel{\circ}{\infty}_{\infty}^{\alpha, d}$. For nonadaptive approximation, by using truncation of Faber series as a intermediate approximation, we have established a dimension-dependent estimate for the computation complexity characterized by the size $W\left(\Phi_{\varepsilon}(f)\right)$ estimated by

$$
W\left(\Phi_{\varepsilon}(f)\right) \leqslant C_{\alpha} d\left(\frac{K_{1}^{d}}{(d-1)!}\right)^{\frac{1}{\alpha}+1} \varepsilon^{-\frac{1}{\alpha}} \log \left(2 \varepsilon^{-1}\right)^{(d-1)\left(\frac{1}{\alpha}+1\right)+1}
$$

where $K_{1}=B^{1 /(\alpha+1)} 4 \alpha^{-1}$ with $B=\left(2^{\alpha}-1\right)^{-1}$.
Concerning adaptive method, for any $f \in \dot{U}_{\infty}^{\alpha, d}$, we explicitly construct a deep ReLU neural network $\Phi_{\varepsilon}(f)$ of adaptive architecture having the output that approximates $f$ in the $L_{\infty}\left(\mathbb{I}^{d}\right)$-norm with a prescribed accuracy $\varepsilon$ and having the size estimated by

$$
W\left(\Phi_{\varepsilon}(f)\right) \leqslant C_{\alpha} d^{2}\left(\frac{K_{2}^{d}}{(d-1)!}\right)^{\frac{2}{\alpha}+2} \varepsilon^{-\frac{1}{\alpha}}\left(\log \left(2 \varepsilon^{-1}\right) \log \log \left(2 \varepsilon^{-1}\right)\right)^{\left(1+\frac{1}{\alpha}\right)(d-1)},
$$

where $K_{2}=4\left(2^{\alpha+3} B\right)^{\frac{1}{2 \alpha+2}}\left(\alpha^{-1} \log \left(2 \alpha^{-1}\right)\right)^{1 / 2}$.
Construction of deep ReLU neural networks in the adaptive method is more involved but improves $\log \left(2 \varepsilon^{-1}\right)$ in the computation complexity of the approximating deep ReLU neural networks compared to the nonadaptive one.

Our theory is illustrated by an application to numerical approximation to the solution of elliptic PDEs.
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