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Abstract. Dictionary learning (DL) for sparse coding has been widely applied in the field of

computer vision. Many DL approaches have been developed recently to solve pattern classification

problems and have achieved promising performance. In this paper, to improve the discriminability of

the popular dictionary pair learning (DPL) algorithm, we propose a new method called discriminative

dictionary pair learning (DDPL) for image classification. To achieve the goal of signal representation

and discrimination, we impose the incoherence constraints on the synthesis dictionary and the low-

rank regularization on the analysis dictionary. The DDPL method ensures that the learned dictionary

has a powerful discriminative ability and signals are more separable after coding. We evaluate the

proposed method on benchmark image databases in comparison with existing DL methods. The

experimental results demonstrate that our method outperforms many recently proposed dictionary

learning approaches.

Keywords. Dictionary learning; Synthesis and analysis dictionary; Incoherent dictionary; Classifi-

cation; Face recognition.

1. INTRODUCTION

Dictionary learning (DL) for sparse coding has attracted a lot of attention in recent
years and achieved great success in various application areas. Many previous studies used
the original training samples as a dictionary to reconstruct the test samples, and achie-
ved impressive results in comparison with many well-known image classification algorithms
[11, 14, 27, 28]. However, research has demonstrated that learning a desired dictionary from
training samples can well represent the given signal and it has led to state-of-the-art results
in many practical applications, such as image de-noising [7], face recognition [13], and image
classification [14]. Most of the existing supervised dictionary learning approaches could be
mainly divided into three categories: synthesis dictionary learning [1], analysis dictionary
learning [22], and analysis-synthesis dictionary pair learning [10]. Synthesis dictionary re-
presents an input signal by using a linear combination of dictionary atoms, while analysis
dictionary directly transforms a signal to a sparse feature space by multiplying the signal,
which provides a complementary view of data representation. Analysis-synthesis dictionary
representation can reconstruct a signal with analysis coding coefficient, which can be fast
computed by a linear projection. In DL model, the discriminating ability of the dictionary
atoms will determine the accuracy of the linear reconstruction over the atoms. Therefore,
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many discriminative dictionary learning (DDL) methods have been proposed based on basic
sparse model. The general DDL method is designed to learn the dictionary by combining
reconstruction and discrimination term into objective function to improve the discrimina-
tive power of the learned dictionary for the classification tasks. One popular strategy is
the structured discriminative DL that aims to learn a dictionary shared by all classes while
forcing the resulting coding coefficients to be discriminative [12, 34]. The other one is to
learn a class-specific dictionary and encourage each sub-dictionary to correspond to a sin-
gle class label so that the class-specific reconstruction error could be used for classification
[20, 21, 26, 29].

For the above dictionary learning methods, the dictionary learned with low coherence
or incoherence between atoms in the dictionary is an important condition for sparse signal
recovery. Several techniques have been proposed to improve the incoherence of a learned
dictionary. Mailh et al. [18] proposed the incoherent K-SVD (IK-SVD) based on the addition
of a decorrelation step to the K-SVD algorithm. Lin et al. [17] proposed an incoherent
dictionary learning (IDL) model by incorporating the mutual incoherence between any two
basis atoms into the learning process, which aims to increase the discrimination capacity
of the learned dictionary. Ramirez et al. [21] proposed dictionary learning with structured
incoherence (DLSI) method by encouraging each sub-dictionary to be as independent as
possible. Chen et al. [5] adopts the low-rank recovery technique and a structural incoherence
term to enforce the resulting low-rank dictionary for each class to be independent. To
remove sparse noises like illumination changes and occlusions in corrupted face images, Yin
et al. [33] presented low rank matrix recovery with structural incoherence and low rank
projection (LRSI-LRP) model. Although various algorithms have been proposed to improve
the efficiency of the DL method, the optimization for sparse coding is still a big computation
burden for training the dictionary and testing the query sample.

Recently, Gu et al. [10] proposed a projective dictionary pair learning (DPL) algorithm
which jointly learned a synthesis dictionary and an analysis dictionary for image classifica-
tion. In the DPL model, the discrimination sparse code is replaced by the multiplication
of the analysis dictionary and the input data. Compared with the traditional synthesis su-
pervised dictionary learning methods, the DPL method could achieved higher recognition
rate with lower time complexity. Based on the DPL model, Chen and Gao [6] proposed
discrimination projective dictionary pair learning (DPDPL) for face recognition. Yang et
al. [32] proposed a shared and specific-class analysis-synthesis dictionary learning algorithm
for image classification. Yang et al. [31] proposed the Fisher discrimination dictionary pair
learning (FDDPL) for image classification. By jointly learning a classifier with the dictio-
nary pair, Yang et al. [30] explored a discriminative analysis-synthesis dictionary learning
(DASDL) model. Chen et al. [4] proposed discriminative dictionary pair learning method
based on differentiable support vector function (DPL-SV) for visual recognition. Li et al.
[15] proposed a discriminative low-rank analysis-synthesis dictionary learning (LR-ASDL)
algorithm with the adaptively ordinal locality preserving (AOLP) term and low-rank model
for object classification. To preserve the locality property of learned atoms in the synthesis
dictionary, Zhang et al. [35] proposed a locality constrained projective dictionary learning
(LC-PDL) method. To achieve powerful representation ability of the available samples, Sun
et al. [24] proposed a structured robust adaptive dictionary pair learning (RA-DPL) frame-
work. Although those dictionary learning algorithms could achieve promising performance
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in classification tasks, the discriminative ability of the learned dictionary still needs to be
improved.

In this paper, we focus on improving the discriminative ability of analysis-synthesis dicti-
onary and propose a discriminative dictionary pair learning (DDPL) algorithm for face re-
cognition. The major contributions of this paper include:

(1) We propose a discriminative dictionary pair learning (DDPL) approach, DDPL inte-
grates the synthesis discriminative dictionary learning, analysis representation into a
unified model and learns a pair of synthesis-analysis dictionaries for each class.

(2) We consider the inter-class and intra-class incoherence constraints of the synthesis
dictionary, which aim to minimize similarity between the dictionary atoms associated
with different classes. As a result, class-specific dictionaries can be learnt from the
optimizations and the sub-dictionaries are independent as much as possible.

(3) We design a low-rank regularization term, which requires that the learned analysis
dictionary for each class should be low-rank, and therefore the obtained coding coeffi-
cients of samples from the same class are low-rank. This means that samples from the
same class can have similar representations by using the learned analysis dictionary,
which is beneficial to the following classification.

The DDPL method not only preserves the advantage of low computational complexity of
DPL model, but also can learn a pair of dictionary with more discriminative power. Various
comparisons between the proposed method and other dictionary learning methods in face
recognition will be given to demonstrate the effectiveness of the proposed method. The
remainder of this paper is organized as follows: Section 2 gives a brief review of some related
work. Section 3 introduces a discriminative dictionary pair learning model. Experimental
results are given in Section 4. Finally, Section 5 concludes this paper.

2. RELATED WORKS

As the goal of this paper is to develop an efficient dictionary learning algorithm for image
classification, we first give the mathematical expression of the DDL method to illustrate the
bases of supervised dictionary learning methods. Then, we will present the formulation of
the DPL method which is related to our work. Given matrix X = [X1, X2, . . . , XC ] a set
of m-dimensional training samples from C classes, where each is the training samples set of
class ith, and n is the number of training samples of each class. Most of the state-of-the-
art discriminative dictionary learning methods aim to learn an effective data representation
model from X for classification tasks by exploiting the class label information of training
data under the following framework

min
D,A
‖X −DA‖2F + λ ‖A‖p + Ψ (D,A, Y ) , (1)

where λ ≥ 0 is a scalar constant, D = [D1, D2, . . . , DC ] is the synthesis dictionary to be
learned Di ∈ Rm×p, and A = [A1, A2, . . . , AC ] is the coding coefficient matrix of X over D.
In the training model (1), the data term ‖X −DA‖2F is the reconstruction residual of D;
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‖A‖p is the lp-norm regularizer on A; Y represents the class label matrix of samples in X,
and Ψ (D,A, Y ) stands for some discrimination function, which ensures the discrimination
power of D and A. Based on the structure of D, current discriminative DL models can be
categorized into three main types: the shared dictionary learning method, the class-specific
dictionary learning method, and the hybrid dictionary learning method.

To achieve good performance of sparse coding in various classification tasks requires
imposing some additional constraints of the dictionary. One of such essential dictionary
properties is the so-called mutual coherence. The mutual coherence µ (D) of a dictionary D
is defined as the maximum absolute inner product between two distinct atoms [25]

µ (D) = max
i 6=j
|〈di, dj〉| , (2)

where di and dj represents two different normalized dictionary atoms, µ (D) ∈ [0, 1]. The
value of µ (D) can reflect the similarity between the atoms in a certain extent. If it is bigger,
then the similarity between the atoms will be stronger. Otherwise, the similarity is weaker.
In the incoherent dictionary learning [17], an incoherence promoting term is introduced to
make the atoms of the learned dictionary as independent as possible. Hence, it contributes
to the increasing of the discrimination capacity of the learned dictionary. The incoherent
promoting term is defined as a correlation measure between the atoms of D

cor (D) =
∥∥DTD − I

∥∥2
F
, (3)

where I is an identity matrix. The dictionary D is said to be most incoherent if the correlation
measure is zero, i.e., all the atoms of D are orthonormal to each other. Minimizing the
incoherent term guarantees that the dictionary can efficiently represent the input samples
and achieve higher accuracies for classification tasks. However, most of the DDL models
utilized the lp-norm (p = 0 or 1) sparsity regularizer on the representation coefficients to
obtain the robust classification results, the minimization of l0 or l1 norm is very complicated.

Different from the conventional discriminative dictionary learning model, Gu et al. [10]
extended the conventional problem (1) into the DPL model by learns a synthesis dictionary D
and an analysis dictionary P such that the code A can be analytically obtained as A = PX,
thus the representation of X would become very efficient. The DPL model is defined as
follows

min
P,D

C∑
i=1

‖Xi −DiPiXi‖2F + λ
∥∥PiXi

∥∥2
F

s.t ‖dj‖22 ≤ 1, (4)

where X̄i denotes the complementary data matrix of Xi in the whole training set X; D =
[D1, D2, ..., DC ] , Di ∈ Rm×p represents the i-th class of synthesis dictionary D, and P =
[P1, P2, ..., PC ] , Pi ∈ Rp×m is the corresponding analysis sub-dictionary in analysis dictionary
P . The matrices Di and Pi were used for classification. The classification scheme of the DPL
model is decided by the reconstruction residual. For a test image y, the label of y is decided
by

identity (y) = arg min
i
‖y −DiPiy‖2. (5)

Although the DPL model can reduce the computational complexity than the conventional
discriminative DL model and has better classification accuracy, it ignored the discrimination
in the synthesis dictionary representation and analysis dictionary representation. In order
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to better obtain the discrimination in the learned dictionary, we introduced the incoherent
constraints and low-rank regularization into dictionary pair learning model.

3. DISCRIMINATIVE DICTIONARY PAIR LEARNING

3.1. Formulation of DDPL

The learned synthesis analysis dictionaries are used for image classification task, and thus
they should own favorable discriminability. In order to improve the discriminative ability
of the synthesis dictionary, we impose the incoherent constraints on each synthesis sub-
dictionary Di to minimize the correlation between the atoms of Di. Without this constraint,
each dictionary of every class only needs to best encode samples of its own class. Furthermore,
we design a low-rank regularization term on the analysis dictionary, which ensures that
each analysis sub-dictionary Pi is low-rank. Therefore, the obtained coding coefficients for
each class have high similarity, which will facilitate the image classification. An intuitive
explanation of the proposed method is shown in Figure 1. Figure 1 shows that the synthesis
dictionaries of similar features have high coherence atoms. So, minimizing

∥∥DT
i Dj

∥∥2
F

results
in improving discrimination ability. With the structured analysis dictionary, we desire that
each sub-dictionary Pi is low-rank to make them more compact and encourage them to be
as independent as possible.

Based on the above analysis, the objective function of our approach is designed as follows

min
P,D

C∑
i=1
‖Xi −DiPiXi‖2F + λ

∥∥PiXi

∥∥2
F

+µ‖Pi‖∗ + η1
C∑

i=1,i 6=j

∥∥DT
i Dj

∥∥2
F

+ η2
∥∥DT

i Di − I
∥∥2
F

s.t ‖dj‖22 ≤ 1, (6)

where µ ≥ 0 , η1 ≥ 0, η2 ≥ 0 is a scalar constant; ‖Pi‖∗ is the low-rank regularization term,

here ‖.‖∗ represents the nuclear norm of a matrix;
C∑
i 6=j

∥∥DT
i Dj

∥∥2
F

is the incoherence term

to encourage inter-class sub-dictionaries to be independent, (i.e., DT
i Dj ≈ 0, ∀i 6= j); the∥∥DT

i Di − I
∥∥2
F

term make to stabilize the learned dictionary for each class; I ∈ Rp×p is an
identity matrix.

3.2. Optimization strategy of DDPL

The objective function in (6) is generally non-convex. We introduce a variable matrix A
and relax (6) to the following problem

{A∗, P ∗, D∗} = arg min
P,D

C∑
i=1
‖Xi −DiAi‖2F + τ ‖PiXi −Ai‖2F

+λ
∥∥PiXi

∥∥2
F

+ µ‖Pi‖∗ + η1
C∑

i=1,i 6=j

∥∥DT
i Dj

∥∥2
F

+ η2
∥∥DT

i Di − I
∥∥2
F

s.t ‖dj‖22 ≤ 1,

(7)
where τ is a scalar constant. Here, we optimize A, P and D class by class. First, we
initialize D and P as random matrices with unit Frobenius norm for each column vector and
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Figure 1. Illustration of DDPL model

then alternatively update A and {D,P}. The minimization can be alternated between the
following two steps:

(1) Fixing D and P update A: When D and P are fixed, the objective function related
to A can be written as

A∗ = arg min
P

C∑
i=1

‖Xi −DiAi‖2F + τ ‖PiXi −Ai‖2F (8)

This is a standard least squares problem, the closed-form solution for (8) can be obtained
by taking the derivative and equating to zero.

A∗i = (DT
i Di + τI)−1(τPiXi +DT

i Xi) (9)

(2) Fixing A update P and D. When A are fixed, P and D can be updated by

P ∗ = arg min
P

C∑
i=1

τ ‖PiXi −Ai‖2F + λ
∥∥PiXi

∥∥2
F

+ µ‖Pi‖∗ (10)

D∗ = arg min
D

C∑
i=1

‖Xi −DiAi‖2F +η1

C∑
i=1,i 6=j

∥∥DT
i Dj

∥∥2
F

+η2
∥∥DT

i Di − I
∥∥2
F
s.t ‖dj‖22 ≤ 1 (11)

To address the optimization of problem (10), we transform it into the same minimization
problem by introducing a relaxing variable Z

{P ∗, Z∗} = arg min
P,Z

C∑
i=1

f(Pi) + µ‖Z‖∗ s.t Pi = Z (12)

where f(Pi) = τ ‖PiXi −Ai‖2F + λ
∥∥PiXi

∥∥2
F

. Problem (12) can be addressed by solving the
following Augmented Lagrange Multiplier problem

min
Pi,Z

f(Pi) + µ‖Z‖∗ + 〈T1, Pi − Z〉+
ε

2
‖Pi − Z‖2F (13)
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where ε > 0 is a penalty paramater whilst T1 is the Lagrange multiplier. The optimal
solution of (13) can be obtained by the ADMM algorithm [2]

P ∗i = arg min
Pi

1

ε
f(Pi) +

1

2

∥∥∥∥Pi − Z +
T1
ε

∥∥∥∥2
F

Z∗ = arg min
Z

µ

ε
‖Z‖∗ +

1

2

∥∥∥∥Z − Pi +
T1
ε

∥∥∥∥2
F

T1 = T1 + ε(Pi − Z)

(14)

A closed-form solution for P ∗i can be achieved by setting the derivative to zero. The
optimization of Z∗ can be solved with Singular Value Thresholding (SVT) [3].

The problem (11) can translated into the following form by introducing a variable T

min
D,T

C∑
i=1

‖Xi −DiAi‖2F + η1

C∑
i=1,i 6=j

∥∥DT
i Dj

∥∥2
F

+ η2
∥∥DT

i Di − I
∥∥2
F
s.t.D = T, ‖tj‖22 ≤ 1 (15)

where ti denotes the ith column of T . The columns of T were normalized to avoid trivial
solutions. The optimal solution of (15) can be obtained by the ADMM algorithm [2]:

Dk+1
i = min

Di

‖Xi −DiAi‖2F + η1
∥∥DT

i Dj

∥∥2
F

+ η2
∥∥DT

i Di − I
∥∥2
F

+ ρ
∥∥Di − T k

i − Sk
i

∥∥2
F

T k+1
i = min

Ti

ρ
∥∥∥Dk+1

i − T k
i + Sk

i

∥∥∥2
F

s.t. ‖tj‖22 ≤ 1

Sk+1
i = Sk

i +Dk+1
i − T k+1

i ,update ρ if appropriate
(16)

where k is the iteration index and 0 < ρ < 1 is a scalar that gradually increases at rate
ρrate ≥ 1. Closed-form solutions for (16) can be obtained by taking the derivatives of every
sub-dictionary and equating to zero.

In each step of optimization, we have closed form solutions for variables A and P , and
the ADMM based optimization of D converges rapidly. The DDPL algorithm is summarized
in Algorithm 1. In Algorithm 1, when the difference between the energy in two adjacent
iterations is less than 0.01 or the iteration limit reached, the iteration stops. The analysis
dictionary P and the synthesis dictionary D are then output for classification.

Algorithm1: Discriminative dictionary pair learning (DDPL)

Input: Training sample X = [X1, X2, . . . , XC ], parameter λ, τ, µ, η1, η2;
1: Initialize D0 and P 0 as random matrixes with unit Frobenious norm, t = 0;
2: while not converge do
3: t← t+ 1;
4: for i = 1 : C do
5: update Ai by (9);
6: update Pi by (14);
7: update Di by (16);
8: end for
9: end while
Output: Analysis dictionary P , synthesis dictionary D.



354 NGUYEN HOANG VU, et al.

3.3. Classification scheme of DDPL

After the dictionary pair (D∗, P ∗) are learned, we can perform the face recognition task
as follows. Let y be a test image, if y belongs to class i, then ‖y −D∗i P ∗i y‖22 would be smallest

identity(y) = arg min
i
‖y −D∗i P ∗i y‖

2
2 . (17)

4. EXPERIMENTAL RESULTS

In this section, the performance of our proposed DDPL is evaluated on five image databa-
ses: Extended YaleB [9], AR [19] ORL [23], UMIST [16] and Caltech101 [8]. We compare our
DDPL algorithm with some state-of-the-art dictionary learning algorithms including: Sparse
Representation based Classification (SRC) [1], Discriminative K-SVD (DKSVD) [34], Fisher
Discrimination Dictionary Learning for sparse representation (FDDL) [29], Dictionary Le-
arning with Structured Incoherence (DLSI) [21], Label Consistent K-SVD (LC-KSVD) [12],
LC-PDL [35], and DPL [10]. For SRC, DKSVD and DLSI, we implement them by ourselves.
For the other algorithms, we use their published codes directly. All methods are programmed
by Matlab.

4.1. Datasets

The extended YaleB database [9] contains 2414 frontal face images of 38 individuals, with
images of each person taken under 64 different controlled lighting conditions. Some sample
images of the Extended YaleB database are illustrated in Figure 2a. Random half of the
images per class are selected for training and the other half for testing. The 504 dimensions
feature provided by [12] is used to represent the face image. The dictionary contains 570
items, corresponding to an average of 15 items of each class.

The AR database [19] consists of over 4000 frontal images from 126 individuals. For each
individual, 26 pictures were taken in two separate sessions, including different illumination
conditions, different expressions and different facial disguises (sunglasses and scarves). Some
sample images of AR database are illustrated in Figure 2b. Following the experimental
setting of AR in [12], a set of 2600 face images of 50 female and 50 male classes is extracted.
We randomly select 20 images of each class for training and the rest 6 images for testing.
The feature dimensions is 540. The learned dictionary has 500 items, corresponding to an
average of 5 items per category.

The ORL database [23] contains 400 images of 40 individuals (about 10 images per sub-
ject) taken under different lighting conditions, facial expression and accessories (see Figure
2c for example). We randomly select 6 images for each individual in the dataset for training
and the remaining images for testing. In these experiments, we use random face features
descriptors by [1] and set the dimension to 300. The learned dictionary has 240 atoms, or 6
atoms in each sub-dictionary.

The UMIST face database [16] consists of 564 cropped gray scale images of 20 subjects,
each subject is taken in a range of poses from profile to frontal views as well as rate, gender
and appearance. Figure 2d shows several sample images for one subject in the UMIST face
database. We randomly chose 15 images for each individual for training set and the remaining
images for testing set. Each face image is projected onto a 540- dimensional vector with a
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(a) Extended Yale B

(b) AR

(c) ORL

(d) UMIST

Figure 2. Some sample images in (a) Extended Yale B, (b) AR, (c) ORL, and (d) UMIST

randomly generated matrix [1]. The number of dictionary atoms is set to be the number of
training images, i.e., the dictionary contains 300 items, corresponding to an average of 15
items of each class.

The Caltech101 database [8] contains 9144 images from 102 classes (i.e. 101 object classes
and a background class) including animals, vehicles, flowers, etc. Some image samples of
this dataset are shown in Fig. 3. The samples from each category have significant shape
variability. The number of images in each category varies from 31 to 800. Following the
common experimental settings, 30 samples per category are used for training and the rest
are used for testing.

Figure 3. Some sample objects from the Caltech 101 database

4.2. Parameter settings

As shown in Eq. (7), there are five parameters (namely, λ, τ, µ, η1, η2) to be determined
in the proposed DDPL model. First, we set the number of dictionary atoms as the number
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of training images for all experiments. Experiments show that the parameters τ and λ have
stable values for different experiments. So, we fix τ =0.05 and λ =3e-3 in all experiments.
For the Extend Yale B, we fix µ = 0.001. The impact of the parameter η1 and η2 on the
classification accuracy is showed on Table 1. We can see that it achieves the best classification
accuracy when η1 =0.05 and η2 =0.001. On the other hand, when η1 =0.05 and η2 =0.001
are fixed, the impact of the parameter µ on the classification accuracy is also showed on Table
2. It achieves the best classification accuracy when µ =0.001. So, for the Extend Yale B, the
values of every parameter are set as follows µ =0.001, η1 =0.05 and η2 =0.001. Similarly, the
parameters of DDPL on different databases are as follows: for the AR µ =0.005, η1 =0.03
and η2 =0.001; for the ORL µ =0.01, η1 =0.01 and η2 =0.005; and for the UMIST µ =0.003,
η1 =0.001 and η2 =0.01.

Table 1. Impact of the parameters η1 and η2 on the classification accuracy when µ = 0.001

η1 0.001 0.01 0.05 0.1 0.15 0.2

η2 0.00001 0.0001 0.001 0.01 0.1 0.15

Accuracy 97.7 97.9 98.1 95.6 91.5 80.9

Table 2. Impact of the parameter µ when η1 = 0.05 and η2 = 0.001

η2 0.00001 0.0001 0.001 0.005 0.01 0.015

Accuracy 97.4 97.8 98.1 96.9 94.6 90.5

4.3. Convergence of DDPL model

Although the objective function in (7) is not jointly convex, it is convex when the others
are fixed, i.e., in each step of the optimization, the sub-problem is convex. We analyze
the convergence behavior by describing the objective function values on four datasets. For
YaleB and AR databases, we select 20 images from each subject for the training set and
set the number of atoms corresponding to an average of 5 items per person. For the ORL
and UMIST, we select 5 and 10 images from each subject for the training set and set the
dictionary size as the number of training samples.

The convergence curves are shown in Figure 4. It can be seen that the values of the
objective function can efficiently converge in limited iterations, usually within 20 iterations.
That is, the proposed optimization algorithm has a good convergence property. Therefore,
we set the number of iterations equal to 20 in all experiments of this paper.

4.4. Face recognition

The recognition results by different algorithms are showed in Table 3. From this table,
we can observe that the accuracy of DDPL model is higher than others (e.g., for Extended
Yale B database, the accuracy of our proposed DDPL method is higher than others about
0.6%-4%, for AR is about 1%-10.1%, for ORL is about 0.9%-4.1%, and UMIST is about 2.8%-
5.3%). We can also see that the accuracy of the DDPL is higher than the others in large
datasets. Especially for UMIST dataset, when the number of classes in the training sample
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(c) ORL
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(d) UMIST

Figure 4. The convergence curves of DDPL on the (a) Extended YaleB, (b)AR, (c) ORL and (d)

UMIST

was small, DDPL clearly behaved more efficiently than all other recognition techniques,
which proves the robustness of proposed method in this case. This demonstrates that by
learning a synthesis dictionary and an analysis dictionary, the accuracy can be improved
obviously. The most important reason of the higher accuracy of our DDPL method than the
DPL model is that we both make the synthesis dictionary D and the analysis dictionary P
to be more discriminative. The experimental result demonstrates the significant advantage
of the DDPL method on large dataset.

Table 3. Recognition results (%) on the face datasets

Data set SRC DKSVD LC-KSVD DLSI FDDL DPL LC-PDL DDPL

Yale B 96.5 94.1 96.7 96.5 96.7 97.5 97.8 98.1

AR 97.5 88.8 97.8 97.5 97.5 98.3 98.6 98.9

ORL 94.6 93.6 95.6 96.2 96.3 96.8 96.9 97.7

UMIST 91.3 90.6 92.4 92.5 92.8 93.1 93.4 95.9

To evaluate the performance of the proposed algorithm, we observe the effect of dictio-
nary size (the number of atoms) by comparing DDPL with DPL model. We fix the number
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Figure 5. The recognition rates (%) with different number of atoms on the (a) Extended YaleB, (b)

AR, (c) ORL, and (d) UMIST

of the training samples, and then the atom numbers are varied with an integral multiple
of the class number C. For the Extended Yale B database and the AR database, the atom
numbers in each class are varied from 2 to 32 and from 2 to 20 with an interval of 2, respecti-
vely. For the ORL database, the atom numbers in each class are varied from 2 to 6 with
an interval of 1. For the UMIST database, the atom numbers are varied from 3 to 15 with
an interval of 3. Recognition rates versus different numbers of atoms are shown in Figure
5. It can be seen that the recognition rates of our DDPL algorithm are getting better with
the increasing number of the atoms on the four databases. We could draw the conclusion
that the accuracies of the proposed DDPL and DPL methods are improved with increasing
number of the atoms, and the proposed DDPL method performs better than DPL method.

In order to further evaluate the effect of the low-rank regularization term and the inco-
herent constraint to our approach, we conduct DDPL with or without the low-rank term
and the incoherent term. We call the version of DDPL without low-rank term as DDPL1
(i.e., µ = 0, and the parameters η1, η2 are varied in the range of [1e-5, 1]) and the version of
DDPL without incoherent term as DDPL2 (i.e., η1 = η2 = 0, and the parameter µ is varied
in the range of [1e-5, 1]). Table 4 shows the comparison of recognition results on all datasets.
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Table 4. Recognition accuracy (%) of DDPL, DDPL1, DDPL2, DLSI, and DPL

Datasets DDPL DDPL1 DDPL2 DLSI DPL

Extended YaleB 98.1 97.9 97.6 96.5 97.5

AR 98.9 98.6 98.4 97.5 98.3

ORL 97.7 97.1 96.9 96.2 96.8

UMIST 95.9 94.6 93.8 92.5 93.1

We can see that both DDPL1 and DDPL2 achieve better results than DPL, which proves
that the low-rank regularization and the incoherent term are meaningful and valuable. We
can see that DDPL outperforms DDPL1 and DDPL2 at least by 0.5%, which means that
our approach can obtain more favorable discriminative capability by employing the low-rank
regularization term and the incoherent constraint. We evaluate the mutual coherence values
of our method and other competing methods by measuring the coherence µ (D) of learned
synthesis dictionary D on the UMIST database. The coherence µ (D) can be calculated
using equation (18) as the maximal correlation of any two atoms from various classes

µ(D) = max
di∈Di,dj∈Dj ,i 6=j

∣∣∣∣〈 di
‖di‖2

,
dj
‖dj‖2

〉∣∣∣∣ (18)

The mutual coherence values are illustrated in Figure 6. From Figure 6, it can see that,
DLSI, DPL and DDPL algorithms have smaller coherence values than SRC, DKSVD, and
LC-KSVD. Both DLSI and DDPL methods achieve the smallest coherence values, because
both DLSI and our DDPL can learn the most independent sub-dictionaries. But since our
DDPL method jointly learn a low-rank analysis dictionary and a synthesis discriminative for
classification, it achieves higher recognition rate than DLSI.
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Figure 6. Coherence comparison of the algorithms on the UMIST database
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4.5. Object recognition

In this section, we test DPL on object categorization by using the Caltech101 database [8].
Following the common experimental settings, 30 samples per category are used for training
and the rest are used for testing. The experimental results are listed in Table 5. We can
find that our presented DDPL algorithm can deliver better accuracies than its competitors
on the used databases under the same setting.

Table 5. Recognition accuracy (%) on the Caltech101 database

Method SRC DKSVD LC-KSVD DLSI FDDL DPL LC-PDL DDPL

Accuracy 70.7 71.2 73.6 73.1 73.2 73.9 74.1 75.6

5. CONCLUSIONS

This paper presented a novel discrimination dictionary pair learning (DDPL) based dicti-
onary learning method for face recognition. With the designed incoherence term and the
low-rank regularization term, our model improved the representation and the discrimination
abilities of existing projective dictionary pair learning. The advantage of the DDPL algo-
rithm is that it combines incoherence constraints on the synthesis dictionary to minimize
similarity between the dictionary atoms associated with different classes and the low-rank
regularization on the analysis dictionary to improve the similarity between coding coeffi-
cients from the same class. Therefore, DDPL can ensure that the learned dictionary pair
owns favorable discriminability. Experimental results on the public image database are given
to demonstrate the superiority of the proposed model compared with other DL algorithms.
The proposed DDPL not only can be used for face recognition but also can be applied to
other pattern classification.
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