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Abstract. The electronic phase diagram of strongly correlated systems with disorder is con-
structed using the typical-medium theory. For half-filled system, the combination of the linearized
dynamical mean field theory and equation of motion approach allows to derive the explicit equa-
tions determining the boundary between the correlated metal, Mott insulator, and Anderson in-
sulator phases. Our phase diagram is consistent with those obtained by the more sophisticated
methods.
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I. INTRODUCTION

The development of the quantum theory of solids led to the detection of different mech-
anisms being able to cause a metal - insulator transition (MIT). The correlation induced metal
insulator transitions are called Mott transition. An important model to study electron correlations
and Mott transition is the famous Hubbard model (HM). On the other hand, disorder in solids,
such as impurities or vacancies, was found to strongly modify band theory predictions. In 1958,
Anderson showed in his analysis of a disordered tight binding model that a sufficient amount of
disorder hinders the diffusion of particles [1]. Coherent backscattering processes cause a local-
ization of the particle. In particular, the localization of states at the Fermi level induces a metal
insulator transition, the Anderson transition.

The interplay of disorder and interactions leads to many important and unexpected effects.
Among them, the MIT at non-integer filling, have been found by Byczuk and coworkers by the

(©2018 Vietnam Academy of Science and Technology


http://dx.doi.org/10.15625/0868-3166/28/2/11673
mailto:hatuan@iop.vast.ac.vn

164 HOANG ANH TUAN AND NGUYEN THI HAI YEN

dynamical mean field theory (DMFT) [2,3]. They have shown that at a particular density, equal
to the disorder concentration x or (1 + x), the interplay between disorder induced band splitting
and correlation induced Mott transition gives rise to a new type of MIT in the HM with the binary
disorder. A similar result has been found by Monte Carlo simulation [4]. The metal insulator
phase diagram as a function of A and U , where A is the energy difference between two types of
sites at 7' = OK have been investigated by mean of the combination of DMFT and coherent poten-
tial approximation (CPA) [5,6]. For half filled system, when A is sufficient large, two transitions
from a band insulator via a metallic state to a Mott insulator are found with increasing U. It is
interesting to note that the presence of weak interactions might induce a significant enhancement
of transport, while strong interactions contrarily tend to suppress it strongly. However, the above
obtained phase diagram remains uncompleted, because the arithmetic average of random onepar-
ticle quantities (e.g. density of states, DOS) calculated within such meanfield theories can not
distinguish between extended and localized states and are not critical at the Anderson transition.
Finding a proper single particle order parameter for the Anderson localization transition capable
of distinguishing between the localized and extended states is a major challenge in the study of
disordered electronic systems. In contrast to the arithmetic average, the geometrical average gives
a better approximation to the most probable value of the local DOS. Dobrosavljevic and coworkers
developed the typical medium theory (TMT) to study disordered systems, where the typical den-
sity of states (TDOS), approximated using the geometrical averaging over disorder configurations,
is used instead of the arithmetically averaged local DOS [7]. They demonstrated that the TDOS
vanishes continuously as the strength of the disorder increases toward the critical point and it can
be used as an order for the Anderson localization transition. This scheme uses only one-particle
quantities and can be incorporated into the DMFT for disordered electrons in presence of Coulomb
correlations [8§—10]. Recently, the metal-insulator phase diagram in the half-filled HM with a box
disorder has been investigated within the TMT - DMFT with different standard numerical im-
purity solvers, such as the numerical renormalization group (NRG) method [11], the four boson
technique (SB4) [12]. These numerical methods are seen to work well for the model, but each
method has its limitations and all of them are computationally expensive, with their applications
being strongly limited by available computer resources.

In this paper, the TMT-linearized DMFT and the equation of motion approach are used to
obtained the nonmagnetic ground state phase diagram of the half-filled HM with disorder. The
equations determining the boundary between the correlated metal, Mott insulator, and Anderson
insulator phases are derived analytically. Our results are consistent with those obtained from the
TMT-DMFT with the NRG and the SB4.

II. MODEL AND SOLVING METHOD

We consider a half-filled Hubbard model with random site energies, as given by the Hamil-
tonian
H=—t Z (a;-"(;ajg—i—H.c.)—i—Ze,-n,-g—l—ZU,-nian, ()
<ij>o i i
where a;5 (ajc) annihilates (creates) an electron with spin o at site i, n;z = ajoam and the sum
< ij > is the sum over nearest neighbor sites of a Bethe lattice. ¢ is the hopping amplitude, and
U is the on-site Coulomb repulsion. The random on-site energies &; follow a distribution P(§;),
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which is assumed to be uniform and have width A, i.e. P(g;) = ®(A/2— |g|) /A, with O as the step
function. The parameter A is a measure of the disorder strength.

TMT-DMFT maps the lattice problem onto an ensemble of effective single-impurity An-
derson Hamiltonian with different &;:

Hinp = Y (& — Wnig +Unipnip + Y &ocigcio + Y (Vicisaio + Vi ags cio)- 2
c ko ko
Here u is the chemical potential, V; and g, are the hybridization matrix element and the dispersion
of the auxiliary bath fermions c;s, respectively. The effective parameters & and Vj enter the
hybridization function as
n(w)=Y i 3)
w— &

k

Given the hybridization function 1 (®), one first needs to solve the local impurity models and
compute the local density of states (LDOS) p(®,€&) = —3G(w,€)/m. From the &-dependent
LDOS one can obtain either the geometrically averaged LDOS pgeon (@) = exp[< Inp (@, &) >]
or the arithmetically averaged LDOS p,iin(0) =< p(@, &) >, where < O(g;) >= [de&iP(&)O0(g;)
is an arithmetic mean of O(g;). The lattice Green function is given by the Hilbert transform

G(o) = [ deoPe(®) )

o—'’

where the subscript & stands for either “geom” or “arith.”

The Anderson-Hubbard model (AHM) (1) is solved for a bare semielliptic DOS for the
Bethe lattice, po(€) = 4+/1—4(e/W)?/(xW). For this DOS a simple algebraic relation between
the local Green function G(®) and the hybridization function n(®) = W>G(®)/16. In the half-
filled band case, the ground state properties are determined by the character of quantum state at
the Fermi level (@ = 0). The metallic phase is characterized by pgeom(0) > 0, the Mott insulator
(hard gap) occurs when pg;(0) = 0, and the system is in the Anderson insulator (gapless) when
pgeom(o) = Oa Parith (0) > 0.
In this paper the impurity model (2) is solved at zero temperature by the decoupling the equations
of motion at the second order. Our study is restricted to the paramagnetic case at half-filling:
p =U/2 and < ny >=<n| >. To qualitatively obtain the metal-insulator phase diagram of the
system, we make the following approximation for the impurity Green function:

1/2
0—+U/2—n(o)+Un(w)o—&-U/2—-3n(0)]!
N 1/2

0o—¢-U/2—n(w)-Un(o)o—&+U/2-3n(w)]""
We note that Eq. (5) is exact in the case U = 0 [7] and for U # 0, & = 0 is known as the (full)
Hubbard III approximation of the half-filled Hubbard model [13].

To proceed further we use the linearized DMFT (L-DMFT). In the band center, the Green
function is purely imaginary, G(0) = —iwpy(0) due to a symmetry of py(®). Hence the DMFT

Glw,g) =

&)

self-consistency leads to the recursive relation G(0)"+1) = —in:sz((x") (0), where the left hand
side in the (n 4+ 1)th iteration step is given by the result from the (n)th iteration step. Using Eq.
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(5) and expanding them with respect to small p((xn> (0) we can obtain the DMFT recursive relation

2

n W n
pu " (0.6) = Jepu’ (0)2(e), (6)
where
e2+3U%/4

(e) = R (7)
(n+1)

The boundary between metallic and insulating phases can be found when condition p, '~ *(0) =

p((x") (0) is satisfied. Then, by using Egs. (6) and (7) and evaluating the averaged on &;, we finally

obtain the equations determining the curves A = A(U); i.e.,

W2
1 = Eexp[lgeom(UyAﬂ, (8)
where
2v/3U A
Leom(U,A) =2+1In [3(U/2)*+ (A/2)*] + L arctan(——)
A vy ©)
2U, A+U
—2In|(U/2)* - (A/2)*| - =~ In ——r
| /2~ (872 = i
for L-DMFT with geometrical averaging, and
W2
1= ﬁlarith(UyA), (10)
where 5 5 A
+U
Iarith(UaA)] = (11)

/27— a/27 au "A- o]
for L-DMFT with arithmetical averaging.

Equations (8) — (11), which determine the electronic phase diagram U — A of the half-filled
Anderson - Hubbard model, are our main result.

III. RESULTS AND DISCUSSION

Through this work we set W as the unit of the energy. Solutions of Egs. (8) - (11) are shown
in Fig. 1. Our phase diagram in the interaction - disorder (U — A) plane is generally consistent
with that of Refs. [11, 12]. Three different phases are found to take place: the metallic phase is
identified for small values of U and A, the Mott insulator phase stabilizes as U increases, and the
Anderson localization overcomes for large A. In addition, the presence of disorder increases the
critical interaction from U, (A = 0) = 1/3/2 for the Mott-Hubbard MIT. On the other hand, the
critical disorder strength for Anderson localization increases for weak interaction (0 < U < 1.7)
starting from the exact value A.(U = 0) = ¢/2 ~ 1.36, then is suppressed by strong interactions.
We note that at weak disorder (0 < A <0.7) L-DMFT with geometrical and arithmetical averaging
give the same results, while at strong disorder (A > 2.0) the border between two types of insulators
approaches to the line A = U, which well agrees with those of Ref. [12].

We find also that our phase diagram for the Anderson - Hubbard model is similar to the
phase diagram for the Anderson-Falicov- Kimball model (AFKM) solved within TMT-DMFT in
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Fig. 1. Electronic ground state phase diagram of the Anderson - Hubbard model at half
filling, obtained from the numerical solution of Egs. (8) - (11). Energy parameters U, A
are in energy unit set by W = 1.

Ref. [8]. However, the metallic region for the AHM is considerably enlarged in comparison with
those for the AFKM.

IV. CONCLUSION

In summary, we have used the equation of motion method as an impurity solver for L-
DMFT with geometrical and arithmetical averaging to construct the nonmagnetic ground state
phase diagram of the AHM at half-filling. This approach allows to derive the explicit equations
determining the boundary between the correlated metal, Mott insulator, and Anderson insulator
phases. Our results are consistent with those obtained from the TMT-DMFT with the NRG and
the SB4. This work demonstrates that the equation of motion approach is a simple, but reliable,
impurity solver for constructing the diagram phase in the correlated systems with disorder. In
particular, it can be applied to the system with the local ionic energy following the Gaussian and
Lorentzian probability distributions or/and with Coulomb disorder. This is left to a future work.
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