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Abstract. Two approximation methods (the Green's theorem technique and the directional derivative technique) of spatial derivatives have been proposed for finite differences on unstructured triangular meshes. Both methods have the first order accuracy. A semi-implicit time matching methods beside the third order Adams-Bashforth method are used in integrating the water shallow equations written in both non-conservative and conservative forms. To remove spurious waves, a smooth procedure has been used. The model is tested on rectangular grids triangulated after the 8-neighbours strategy. In the context of the semi-implicit time matching methods, the directional derivative technique is more accurate than Green's theorem technique. The results from the third order Adams-Bashforth scheme are the most accurate, especially for discontinuous problems. In this case, there is a minor difference between two approximation techniques of spatial derivatives.

1. INTRODUCTION

Models simulating flow in rivers, coastal areas, ... are needed to resolve many natural phenomena in such domains. Because natural phenomena range from small scales to large scales, meshes used in models must vary and depend on problem geometries. That's why unstructured meshes are more appropriate than structured, uniform meshes in modeling flows [7]. The popular methods using unstructured meshes consist of finite volumes and finite elements. A cell, e.g. a triangular, is a base element in such methods. The finite volume method is more preferable than the finite element method because its conservative form of equations implies the conservation of momentum and mass in the results. The key concept involves an algorithm specifying the fluxes between two cells.

In finite differences, uniform meshes (usually equispace rectangular grids) are widely used. This may be derived from the approximation technique using the Taylor's series expansion. In this paper we try to approach spatial derivative approximation using other methods. Although the methods are simple, their application is directly consistent with unstructured meshes and easy in implementation.

2. FORMULATION OF THE NUMERICAL MODEL

2.1. Fundamental equations

The numerical model is based on the two dimensional Saint Venant equations in the non-conservative form [8]
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\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + g \frac{\partial (h + z)}{\partial x} - \text{diff}(u) - lv + \frac{\tau_{wx}}{\rho h} - \frac{\tau_{wx}}{\rho h} = 0 \quad (2.1a)
\]

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + g \frac{\partial (h + z)}{\partial y} - \text{diff}(v) + lv + \frac{\tau_{wy}}{\rho h} - \frac{\tau_{wy}}{\rho h} = 0 \quad (2.1b)
\]

\[
\frac{\partial h}{\partial t} + \frac{\partial h u}{\partial x} + \frac{\partial h v}{\partial y} = 0 \quad (2.1c)
\]

or in the conservative form (Madsen, 1997)

\[
\frac{\partial p}{\partial t} + \frac{\partial}{\partial x} \left( \frac{p^2}{h} \right) + \frac{\partial}{\partial y} \left( \frac{pq}{h} \right) + gh \frac{\partial (h + z)}{\partial x} - \text{diff}(p) - lq + \frac{\tau_{wx}}{\rho} - \frac{\tau_{wx}}{\rho} = 0 \quad (2.2a)
\]

\[
\frac{\partial q}{\partial t} + \frac{\partial}{\partial x} \left( \frac{pq}{h} \right) + \frac{\partial}{\partial y} \left( \frac{q^2}{h} \right) + gh \frac{\partial (h + z)}{\partial y} - \text{diff}(q) + lp + \frac{\tau_{wy}}{\rho} - \frac{\tau_{wy}}{\rho} = 0 \quad (2.2b)
\]

\[
\frac{\partial h}{\partial t} + \frac{\partial p}{\partial x} + \frac{\partial q}{\partial y} = 0 \quad (2.2c)
\]

where \( u, v \): the depth-averaged current velocity; \( p, q \): the volume flux; \( h \): the instantaneous water depth; \( z \): the bed elevation; \( g \): the gravity acceleration; \( \text{diff} \): the diffusion term (the turbulent momentum transfer); \( l \): the Coriolis parameter; \( \rho \): the water density; \( \tau_{wx}, \tau_{wy} \): the bed stress; \( \tau_{wx}, \tau_{wy} \): the wind stress.

The diffusion terms are formulated as the second, fourth or sixth order turbulent momentum transfer scheme. With an appropriate scheme, the diffusion terms will damp spurious waves occurring in the integration and guarantee the stability of numerical schemes.

2.2. Approximations of spatial derivatives

Supposed that \( f \) is a function we want to calculate its partial spatial derivatives. Suitable approximations of these derivatives are necessary because the model is designed for unstructured meshes instead of rectangular grids. There are two techniques enabling the calculations of spatial derivatives: the Green's theorem technique and the directional derivative technique.

2.2.1. Green's theorem technique

Let \( M \) be a point that its spatial derivatives have to be approximated and we will numberate the points that link with \( M \) in the unstructured triangular mesh in the sequence \( 1, 2, ..., n \) (Fig. 1). The area of the polygon made of the edges \( 12, 23, ..., n_1 \) is \( S \). Apply the Green's theorem for spatial derivatives of \( f \) with an integration over \( S \) and denote the closed contour of the polygon by \( C \) we have

\[
\iint_S \frac{\partial f}{\partial x} dS = \oint_C f \cos(\vec{n}, x) dC = \oint_C f dy \quad (2.3a)
\]

\[
\iint_S \frac{\partial f}{\partial y} dS = -\oint_C f \cos(\vec{n}, y) dC = -\oint_C f dx \quad (2.3b)
\]
Here \( n \) is the unit vector normal to the closed contour \( C \). Now assuming a piecewise constant approximation to the spatial derivatives inside the polygon \( S \), the spatial derivatives at \( M \) can be calculated from the following approximations

\[
\frac{\partial f}{\partial x} \bigg|_M = \frac{1}{S} \oint_C f \, dy + O(h_x) \quad (2.4a)
\]

\[
\frac{\partial f}{\partial y} \bigg|_M = -\frac{1}{S} \oint_C f \, dx + O(h_y) \quad (2.4b)
\]

in which \( h_x, h_y \) are the maximum distances from \( M \) to the vertices of the polygon \( S \) in \( x \)-axis and \( y \)-axis respectively.

Two integrations over the closed contour \( C \) in the equation (2.4a, b) are the sum of the integrations over the edges 12, 23, ..., \( n_1 \) and with a simple linear approximation on each integration, they become

\[
\oint_C f \, dy = \int_{12} f \, dy + \int_{23} f \, dy + \cdots + \int_{n_1} f \, dy
\]

\[
= f_1 + f_2 \frac{y_2 - y_1}{2} + f_2 + f_3 \frac{y_3 - y_2}{2} + \cdots + f_n + f_1 \frac{y_1 - y_n}{2}
\]

\[
\oint_C f \, dx = \int_{12} f \, dx + \int_{23} f \, dx + \cdots + \int_{n_1} f \, dx
\]

\[
= f_1 + f_2 \frac{x_2 - x_1}{2} + f_2 + f_3 \frac{x_3 - x_2}{2} + \cdots + f_n + f_1 \frac{x_1 - x_n}{2}
\]

For the area \( S \), we can also apply the Green's theorem

\[
S = \iint_S dS = \oint_C x \, dy = -\oint_C y \, dx
\]

and it has the same formula as in (2.5a, b) where \( f \) should be \( x \) or \( y \).

All the higher order spatial derivatives can be estimated in the same way. To calculate the \( n \)th spatial derivatives, we have to compute all \((n-1)\)th spatial derivatives for all points in the domain then apply the formula (2.5a, b) with \( f \) becoming \( f^{(n-1)} \).
2.2.2. Directional derivative technique

If \( n \) is a vector and the angle between \( n \) and the unit vector on the \( x \) axis \( i \) is \( \alpha \), the following formula is always true for the spatial derivative of \( f \) in the direction of \( n \)

\[
f'_n = \frac{\partial f}{\partial x} \cos \alpha + \frac{\partial f}{\partial y} \sin \alpha
\]  

(2.7)

Suppose that \( O \) is the point where we want to calculate the spatial derivatives. To approximate its spatial derivatives, two spatial derivatives at the point \( O \) with respect to two next points \( P \) and \( Q \) will be considered (Fig. 2). Take \( n \) as the two vector \( OP \) and \( OQ \), then denote their angles with the vector \( i \) by

\[
\alpha_P = \overrightarrow{OP}, \quad \alpha_Q = \overrightarrow{OQ}, \quad \overrightarrow{i}
\]

Applying (2.7) for the two directions \( OP \) and \( OQ \) we have

\[
f'_P = \frac{\partial f}{\partial x} \bigg|_O \cos \alpha_P + \frac{\partial f}{\partial y} \bigg|_O \sin \alpha_P = \frac{f_P - f_O}{OP} + O(OP)
\]

(2.8a)

\[
f'_Q = \frac{\partial f}{\partial x} \bigg|_O \cos \alpha_Q + \frac{\partial f}{\partial y} \bigg|_O \sin \alpha_Q = \frac{f_Q - f_O}{OQ} + O(OQ)
\]

(2.8b)

Neglecting the high order terms in (2.8a, b), the equations become a linear system. After some simple steps, we retrieve the solution

\[
\frac{\partial f}{\partial x} \bigg|_O = \frac{1}{2S} [f_O(y_Q - y_P) + f_P(y_O - y_Q) + f_Q(y_P - y_O)]
\]

(2.9a)

\[
\frac{\partial f}{\partial y} \bigg|_O = -\frac{1}{2S} [f_O(x_Q - x_P) + f_P(x_O - x_Q) + f_Q(x_P - x_O)]
\]

(2.9b)

Now return to the Fig. 1 and apply (2.9a, b) for all triangulars \( M_{12}, M_{23}, \ldots, M_{nl} \) we get \( n \) estimations for each spatial derivative at the point \( M \). The simplest way to calculate a spatial derivative is to average all estimations

\[
\frac{\partial f}{\partial x} \bigg|_O = \frac{1}{n} \left( \frac{\partial f}{\partial x} \bigg|_{M_{12}} + \frac{\partial f}{\partial x} \bigg|_{M_{23}} + \ldots + \frac{\partial f}{\partial x} \bigg|_{M_{nl}} \right)
\]

(2.10a)

\[
\frac{\partial f}{\partial y} \bigg|_O = \frac{1}{n} \left( \frac{\partial f}{\partial y} \bigg|_{M_{12}} + \frac{\partial f}{\partial y} \bigg|_{M_{23}} + \ldots + \frac{\partial f}{\partial y} \bigg|_{M_{nl}} \right)
\]

(2.10b)

Calculating the higher order spatial derivatives has the same approach like the Green’s theorem technique in 2.2.1.

2.3. Time matching methods

There are many time matching methods (see for example in LOMAX, 1999) and we can choose an appropriate method with spatial derivative approximations in (2.2). The third order Adams-Bashforth scheme is a good candidate because its highly accurate (third order in time) and economical (explicit method) property. This scheme will be used for the equations in the conservative form (2.2). Suppose that \( f \) is a function varied in time, then the value of \( f \) in the future can be updated from the current value and the time derivatives in the past

\[
f^{n+1} = f^n + \frac{1}{12} (23 f^n - 16 f^{n-1} + 5 f^{n-2}) \Delta t
\]

(2.11)
For the non-conservative form, the semi implicit approach is taken in handling the advection terms. These nonlinear terms always request special attentions. Here are three semi implicit integrating method.

Rewriting the equations (2.1a, b, c)

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = F_u \tag{2.12a}
\]
\[
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial y} = F_v \tag{2.12b}
\]
\[
\frac{\partial h}{\partial t} + h \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) = F_h \tag{2.12c}
\]

and discretizing all terms in the following form

\[
\frac{u_i^n - u_i^{n-1}}{\Delta t} + u_i^n \frac{\partial u}{\partial x} |_{i}^{n-1} = F_{u_i}^{n-1} \tag{2.13a}
\]
\[
\frac{v_i^n - v_i^{n-1}}{\Delta t} + v_i^n \frac{\partial v}{\partial y} |_{i}^{n-1} = F_{v_i}^{n-1} \tag{2.13b}
\]
\[
\frac{h_i^n - h_i^{n-1}}{\Delta t} + h_i^n \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) |_{i}^{n-1} = F_{h_i}^{n-1} \tag{2.13c}
\]

As usual in the CFD context, subscript indices denote space indices while superscript indices denote time indices. All spatial derivatives in (2.13a, b, c) are estimated from the methods in the part 2.2. The explicit solutions for the equations (2.13a, b, c) can be easily found and are not shown here.

Actually the semi-implicit method are more complex than the above description. For each time step an iterative procedure is done to promote the accuracy of solutions. With an error percentage is 1, the number of iterative steps is from 2 to 5.

2.4. Boundary conditions

Without the diffusion term, the equations (2.1) can be transformed into the symmetric form which is quasi-linear hyperbolic. The eigenvalues of the flux Jacobian matrix are phase speeds of waves travel in or out the domain. The wave speeds depend on the normal velocity \(u_n\) and the gravity wave velocity \(c\). The number of boundary conditions is the same the number of waves traveling in the domain. So the number boundary conditions are problem-oriented and we need a general frame in implementing boundary conditions. Here are boundary conditions supported in the model.

Imposed boundary conditions which may be flow velocity \(u, v\), discharge \(p, q\) or water depth \(h\).

Solid boundary conditions.

Radiative boundary conditions.

Depending on the number of boundary conditions, the complementary equations have to be specified on the boundary or not. Using the characteristics method, Tran et al. [8] founded these equations when the boundary is parallel to the coordinate axis. Because the model is based on unstructured triangular meshes, these supplementary equations can’t be applied directly and we will choose a more simple approach. If a variable is not specified on the boundary, its value is calculated from its difference equation.
2.5. Smoothing

In testing the model with shock waves or supercritical flows, high frequency oscillations occur in the solutions, amplify very fast and overcome all slow waves. To smooth out such waves from solutions, we use a smooth procedure. Smoothing will be carried out at a given time for all points after a given step. For a field like \( h \), after each smooth step, its value at a point \( M \) (Fig. 1) will be

\[
h_M = (1 - w) \cdot h_M + w \cdot \overline{h_M}
\]

(2.14)

where \( w \) is the smooth weight (0.02 in this model) and the average of \( h \) is computed from the surrounding points

\[
\overline{h_M} = \frac{1}{n}(h_1 + h_2 + ... + h_n)
\]

(2.15)

With the smooth formulation (2.14) the conservation of mass may be violated but we found that it is not significant in practice as shown in the following section.

3. MODEL TESTING

In the following section some tests are carried out to validate the model performance. To simplify the output handling, all computational points will be chosen from vertices of a rectangular grid. However, all are considered in the context of unstructured triangular meshes. Fig. 3 shows some strategies generating a triangular mesh from points in a rectangular grid. All tests are based on the 8-neighbours strategy.

Two spatial derivative approximation techniques, the Green’s theorem and the directional derivative, will be denoted by \( S1 \) and \( S2 \) respectively. \( T1 \) is a short symbol for three semi-implicit time matching methods represented in 2.3. \( T2 \) is for the third order Adams-Bashforth scheme. In all figures, the analytical solution (optional) will be shown by a dash line and the numerical solution a solid line. Dashed lines are also used for bed elevations in some figures. A local context will make the meaning obvious.

3.1. Dam break over a wet or dry bed

The problem configuration is shown in Fig. 4 (left). There is a dam between two water layers with the depths are \( h_r \) and \( h_l \) respectively. The dam is supposed to vanish instantaneously. This problem enables testing the treatment of the free surface gradient and the wetting-drying handling. Fig. 4 (right) plots the analytical solution in the wet bed case without friction.

In testing we set \( h_l = 6 \text{ m} \), \( h_r = 2 \text{ m} \). The channel length is 1000 m, the channel width is 4 m and the distance between two successive points is 2m. The zero discharge is imposed in left and right boundaries. No friction and diffusion forces are included. The numerical solution compared to the numerical solutions after 30 s from all spatial
Fig. 4. The geometry of dam breaks over a wet bed (left) and the analytical solution of dam breaks over a wet bed when bottom frictions are ignored (right).

Fig. 5. The numerical solutions compared to the analytical solutions after 30s for dam break over a wet bed, which result from the semi-implicit approach. The results with the spatial scheme $S_1$ are in the left and $S_2$ in the right.

derivative techniques combined with the semi implicit integration methods and the third order Adams-Bashforth scheme is shown in Figs. 5 and 6. The time step is 0.1 s and the number of smoothing is 5 for each time step.

Fig. 6. The numerical solutions compared to the analytical solutions after 30 s for dam break over a wet bed, which result from the third order Adams-Bashforth approach. The results with the spatial scheme $S_1$ are in the left and $S_2$ in the right.
Using any semi-implicit method, the numerical solution phase is slower than the numerical analytical phase. However, the numerical solutions from $S2$ are more accurate than those from $S1$. But this is not true in case of the third order Adams-Bashforth scheme ($T2$) as in the Fig. 6 where the numerical solutions are identical. And the first technique $S1$ will be combined with the scheme $T2$ in the next tests.

Comparing the Fig. 6 to Fig. 7, the third order Adams-Bashforth scheme seems to be more attractive than the semi-implicit approach. This is asserted in simulating dam break over dry bed (Fig. 7). All initial and boundary conditions are the same except $h_r$ is set to zero. The integration time is 30 s.

![Fig. 7. The numerical solutions compared to the analytical solutions after 30 s for dam break over a dry bed, which use the spatial scheme $S1$. The results with the semi-implicit scheme $T1$ are in the left and the scheme $T2$ in the right.]

While the third order Adams-Bashforth can catch very well the analytical solution, the semi-implicit approach misses the true solution with a numerical shock wave. Fig. 7 also proves the good wetting-drying treatment in the model.

### 3.2. Partial dam break

This problem is a general case in two dimensional space of the above problem. It is proposed by Fennema (1990). All initial conditions remain in the one dimensional case where a dam dividing the domain into two same water layers with different depths. Now there is a breach separating the dam into two parts asymmetrically. The breach is assumed occurring instantaneously. In his paper, Fennema set $h_l = 10$ m, $h_r = 5$ m and the domain consisting of a 200 m x 200 m region which is subdivided into a 41 x 41 square grid. The breach is 75 m wide and centered at 75 m. However, Alcrudo (1994) argued that the downstream water depth 5 m is not a severe test for the model because the flow is subcritical everywhere. Therefore, the much smaller downstream water depth should be tested for the numerical scheme. Test results after 5 s with three downstream water depth 5 m and 0 m are shown in the Fig. 8. The problem configuration is keep consistently with Fennema. All boundaries are solid. The time step is 0.1 s and the number of smoothing is 5 for each time step.

These results are very similar to others found in the literature for this problem (Anastasiou, 1997). Both time matching methods $T1$ and $T2$ simulated very well subcritical flows but the semi-implicit approach misses the true reality in confronting with supercritical flows while the third order Adams-Bashforth not.
3.3. Reflection of a surge wave

This test is adopted from Hu [4]. Friction and diffusion is ignored. The geometry is a rectangular channel 10km long and 50m width. One end of the channel is closed with a solid wall. The other end of the channel is an inlet boundary where a surge with water depth $d_1 = 10$ m is imposed. Initially, water level is at rest $d_2 = 5$ m. The surge wave travels from left to right. When the wave hits the right solid wall, a reflected surge wave with increased depth of $d_3$ travels in the opposite direction.

The numerical results compared to the analytical results are shown in the Fig. 9. The left column shows the results after 200s, the right 1000 s. The spatial step is 25 m, the time step is 1 s. Now the semi-implicit approach reveals large phase errors. These results are the same the results in 3.1. For discontinuous problems, the third order Adams-Bashforth should be used.

4. CONCLUSION

If the semi-implicit integrating scheme is considered, the directional derivative technique in spatial derivative approximation should be used. With the third order Adams-Bashforth scheme, we can choose any approximation technique, which do not impact on the results significantly. Between two time matching methods, the Adams-Bashforth is the most accurate.
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Fig. 9. The numerical solutions compared to the analytical solutions after 200s (left) and 1000s (right) for surge wave over a flat bed. The results with the schemes \( S_2, T_1 \) in the top and the schemes \( S_1, T_4 \) in the bottom.

All numerical results in testing show a good appropriation with results in literature. This leads to an impression of a good performance of the model. At least, we can assert the model quality in simulating discontinuous problems (some problems do not shown in this paper). More severe tests from continuous problems are needed to validate the model for such problems.

Spurious waves occur in the results for any time matching methods. That mean spurious waves come from the approximation techniques of spatial derivatives. And smoothing is necessary in modeling. Then we confront a problem concerning the conservation of mass. This problem is not severe in the above tests but we need examine it in future. The most difficult thing lies in choosing an appropriate number of smoothing. Large numbers of smoothing will smooth the solution drastically, while small numbers of smoothing support spurious waves and the solutions will be distorted. We can say about a sensitivity of solutions on number of smoothing.
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**HAI PHƯƠNG PHÁP XẤP XÍ ĐA BÀM KHÔNG GIAN TRÊN LUỒI TAM GIÁC PHI CÂU TRÚC VÀ ÚNG DỤNG TRONG TÍNH TOÁN ĐỒNG CHÁY HAI CHIỀU**

Hai phương pháp xấp xỉ đao hâm không gian (sử dụng định lý Green và sử dụng đao hâm hướng) được áp dụng trong sai phạm hầu hết trên lưới tam giác phi câu trục. Hai phương pháp đều có độ chính xác bắc nhạt. Cùng với sơ đồ tích phân thời gian bậc ba Adams-Bashforth, sơ đồ tích phân bản ấn được sử dụng tích phân hệ phương trình nước nóng dưới dạng không bao toàn hoặc bao toàn. Trong xử lý khối 1 yếu, cách tiếp cận độ sâu 1 bước cực tiếp được sử dụng. Để loại bỏ các sóng nhiễu xuất hiện khi tích phân, mô hình sử dụng kỹ thuật làm trơn. Kiểm thử mô hình được thực hiện trên lưới chập hại đã được tam giác hóa thông qua chiều thứ số được tám điểm kể. Kết quả cho thấy sơ đồ tích phân bản ấn có hiệu năng như nhau. Khi sử dụng những sơ đồ này kỹ thuật đao hâm hướng cho lối giải tốt hơn so với kỹ thuật sử dụng định lý Green. Sơ đồ tích phân thời gian bậc ba Adams-Bashforth cho kết quả chính xác hơn cả, đặc biệt với các bài toán gắn đoạn. Khác với các sơ đồ bản ấn, sơ đồ Adams-Bashforth không cho thấy khác biệt đáng kể giữa hai kỹ thuật xấp xỉ đao hâm không gian.