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Summary. In this paper, we give a proof of proposition considered in previous one and study an optimal adaptive control.

I. PROOF OF PROPOSITION

From (1.16) the times-derivative \( \dot{E} \) can be written as
\[
\dot{E} = p^T Lp + p^T \dot{L}p + 2q^T M \dot{q}
\]
or, with (1.15-1)
\[
\dot{E} = p^T (A_c^T L + L A_c)p + q^T v b^T Lp + p^T L b v^T q + 2q^T M \dot{q}
\]
(1.18)

Since
\[
p^T (L b v^T q) = (L b v^T q)^T p \quad \text{or} \quad p^T L b v^T q = q^T b v p^T L p
\]
then (18) becomes
\[
\dot{E} = p^T (A_c^T L + L A_c)p + 2q^T (v b^T Lp + M \dot{q}).
\]
(1.19)

For the condition
\[
\dot{q} = -Q^{-1} v b^T P p
\]
we have
\[
v b^T P p + Q \dot{q} = 0.
\]
(1.20)

Choosing the matrices \( L = P, M = Q \), and according to (1.20), from (1.19) we obtain
\[
\dot{E} = p^T (A_c^T P + P A_c)p.
\]
(1.21)

To show that \( A_c \) is Hurwitz, let n-vector \( p \neq 0 \) and some \( \lambda \) satisfy \( A_c p = \lambda p \). Therefore [10]
\[
p^T (A_c^T P + P A_c)p = 2p^T P p \Re \lambda
\]
or, with (1.21)

\[ \dot{E} = 2p^T Pp \text{Re}\lambda \] (1.22)

Since \( p^T Pp > 0 \), according to (1.22) we have \( \dot{E} < 0 \), as expected (1.17), if and only if the matrix \( A_c \) is Hurwitz, i.e. if and only if \( \text{Re}\lambda < 0 \). In the case, there is always

\[ \dot{E} < 0 \] (1.23)

for \( p \neq 0 \), and

\[ \dot{E} = p^T (A_c^T P + PA_c)p. \] (1.24)

With (1.23), the extensive Lyapunov positive definite energy \( E \) is a nondecreasing function of time which is bounded below and hence converges to some finite value \( E_{oo} \). Then according to (1.24) \( \lim_{t \to \infty} \int_0^t \dot{E} dt = E_{oo} - E(0) \) is a finite number and \( \dot{E} \) is uniformly continuous since \( p \) and hence \( \dot{E} \) is bounded. Hence by Barbilat’s lemma [8] \( \lim E = 0 \), or, with (1.24), we have \( \lim_{t \to \infty} p^T (A_c^T P + PA_c)p = 0 \), therefore,

\[ \lim_{t \to \infty} p = 0. \] (1.25)

According to (1.25) also by Barbilat’s lemma [8] \( \lim_{t \to \infty} \dot{p} = 0 \). With this result and with (1.25), from (1.15-1)

\[ \dot{p} = A_c p + bv^T q \] (1.26)

we can obtain

\[ \lim_{t \to \infty} q = 0 \] (1.27)

From given results (1.25) and (1.26) it is seen that the control plant

\[ \dot{p} = A_c p + B_c^{[\theta]} v w + z_\ast \] (1.28)

or the dynamic centralized process (1.26) in the condition

\[ \dot{q} = -Q^{-1} v b^T P p \] (1.29)

is asymptotically stable about zero in an extended state space \( \{p, q\} \), if and only if matrix \( A_c \) is Hurwitz. Proposition has been proved.
The condition for a stability (1.29) is called the dynamic association equation of the process (1.26). After the dynamic association equation, the condition for the state invariance of the plant can be formed as a state invariance of the plant with its centralized dynamic process (1.26) in the condition (1.29) is called the dynamic association equation of the process will be derived, if (1.27) occurs.

Actually, with (1.27) by Barbala's lemma [8] we have

$$\lim_{t \to \infty} \dot{q} = 0.$$  \hspace{1cm} (1.30)

According to this given result from the condition (1.29) we obtain (1.25) which implies the state invariance of the plant.

Thus, the control \( w \) in the system (1.28) can be defined according to the conditions (1.27) we have (1.30) and (1.29). For the system (1.28) its control \( w \) defined so that the conditions (1.29) and (1.30) are always satisfied and is called the adaptive algorithm. In this case the dynamic process (1.28) is said to be adaptive control process which will be able to guarantee the state invariance of the given plant

$$\dot{z} = A_c z + B_c u + e_c$$  \hspace{1cm} (1.31)

although there is the variance in its work condition.

**Proposition 3.** If there is asymptotic stability of the dynamic diametral process (1.26) and (1.29) about zero in the extended state space \( \{p, q\} \) then the state invariance of the plant with its dynamic centralized system (1.28) will be derived. And on the contrary.

Actually, there is asymptotic stability of the process (1.26), (1.29) about zero in the state space \( \{p, q\} \), i.e. there are (1.25) and (1.27), then, according to proposition 1, after the dynamic association equation, e (1.25) and (1.27) prove the state invariance of the given plant.

On the contrary, the state invariance of the plant with its dynamic centralized system (1.28) is derived, i.e. (1.25) occurs, then by Barbala's lemma [8] we have \( \lim_{t \to \infty} \dot{p} = 0 \). With this result and with (1.33) from (1.32) it implies (1.28) or, with (1.12),

$$b v^T \Phi_c^{(m)} \Delta \theta = z_a$$

$$\Phi_c^{(m)} (u + \Delta \theta) = q$$

from (1.26) we can obtain (1.27). This given result and (1.25) prove that there is asymptotic stability of the process (1.26) and (1.29) about zero in its state space \( \{p, q\} \).
Remark. If there is the state invariance of the plant, i.e. there is (1.25), then there will be asymptotic stability of the diametral process about zero in the state space \( \{p, q\} \), i.e. there will be (1.27). Thus, in the case when

\[
B = (A, \beta),
\]

\[
v = \begin{bmatrix} x \\ u \end{bmatrix}
\]

\( \Delta z \equiv 0, \)

if there is the state invariance of the plant then the vector \(-w\) will be plant parameter error estimation vector

\[-w = \Delta \theta, \ t \geq t_c \]

with the great enough \( t_c \).

II. THE STATE INVARIANCE ADAPTIVE CONTROL

For the given plant each adaptive control system is constructed according to the concrete adaptive algorithm. And an Lena-Kumpati adaptive algorithm must be defined according to the main aim of the adaptive control process. It is the state invariance of the given plant or the condition for the its state invariance.

II.1. An optimal adaptive control.

The plant state invariance requirement (1.25) means that there exists such great \( t_c \) enough that with \( t \geq t_c \) there is always \( p = 0 \). Therefore,

\[
V = p^T P p, \ t \geq t_c.
\] (2.1)

In this case the control \( w \) of the process (1.28) can be optimized and it usually [1],[2],[4],[5],[9] must minimize the Craxovski general work functional

\[
J = \frac{1}{2} \int_{t}^{t_c} (p^T P p + w^T K w) dt + w_c
\] (2.2)

where \( K \) is some positive definite \( 1 \times 1 \)-matrix

\[
W_c = w[p(t_c)w(t_c)].
\]

According to the Belman dynamic program procedure the extensive kinetic quantity \( \lambda \) of the process is defined by

\[
\lambda^T = \frac{\partial J}{\partial p}.
\] (2.3)
Introduce (2.2) into (2.3) to obtain

\[ \lambda^T = \int_{t}^{t_e} P \dot{p} dt. \]  \hspace{1cm} (2.4)

Then, with (2.1), (2.2) and (2.4) the Hamiltonian for this process

\[ H = \lambda^T \dot{p} + \frac{\partial J}{\partial p} \]

has the shape

\[ H = ( \int_{t}^{t_e} p^T P dt)(A_{c,p} + B_{c}^{(p)} w + z, - \frac{1}{2}(p^T P p + w^T K w). \]  \hspace{1cm} (2.5)

The optimal control \( w \) is defined as the solution of the Hamilton equation

\[ \frac{\partial J}{\partial w} = 0 \]

or, with (2.5)

\[ (\int_{t}^{t_e} p^T P dt)B_{c}^{(p)} v - W^T K = 0 \]

therefore

\[ w = K^{-1}(B_{c}^{(p)} v)^T P \int_{t}^{t_e} p dt \] \hspace{1cm} (2.6)

Since the Lena-Kumpati adaptive algorithm has to be defined on the basis of the condition for state invariance of the plant, therefore according to (2.6), with (1.29) and (1.30), the optimal adaptive algorithm can be established as following.

The control \( w \) in the dynamic centralized process (1.28) of the plant (1.31) defined by (1.26), (1.29) and

\[ w = K^{-1}(B_{c}^{(p)} v)^T P \int_{t}^{t_e} p dt \] \hspace{1cm} (2.7)

is called the optimal adaptive algorithm if there exist some positive defined matrices \( P, Q \) and \( K \) such that the state invariance of the given plant is derived although there is the variance in its working condition.

In the case, when the extensive Craxovski general work functional

\[ J = \frac{1}{2} \int_{t}^{t_e} (p^T P p + w^T K w) dt + w_c. \]  \hspace{1cm} (2.2*)
is examined instead of the functional (2.3), with extensive kinetic quantity $\lambda$ defined by

$$\lambda^T = \frac{\partial J}{\partial p} + \frac{\partial J}{\partial q} \frac{\partial q}{\partial p}$$

(2.3*)

and with

$$\frac{\partial q}{\partial p}$$

then the Lena-Kumpati optimal adaptive algorithm has the shape (1.26), (1.29) and

$$w = K^{-1}B_c(q)\int_t^{t_0} (P_p + R^T Q_q)dt$$

(2.7*)

$$\dot{R} = -Q^{-1}v^T P$$

II.2. The extensive gradient adaptive algorithm

For given dynamic centralized process (1.28) of the plant (1.31)

$$\dot{z} = A_c x + B_c u + z_e$$

find the control $w$ which has to guarantee the state invariance of given plant.

Find it on the basic of the condition for the state invariance (1.27), (1.29) of the plant.

According to first condition (1.29) for the plant invariance (1.27), i.e. according to

$$\lim_{t \to \infty} W = 0,$$

(2.8)

where $W$ is extensive part of Lyapunov energy of extended diametral process, and

$$W = q^T Q_q,$$

(2.9)

we can search for such control $w$ which must minimize this energy $W$. The by the gradient principle [4,5], the control $w$ can be defined by

$$\frac{dw}{dt} = -\frac{K}{2} (grad(w) W)^T$$

(2.10)

where $K$ is some diagonal positive definite 1x1-matrix.

Introduce (2.9) into (2.10) to obtain

$$\dot{w} = -K(q^T Q \frac{\partial q}{\partial w})^T$$
or
\[ \dot{w} = -KR^T Q q, \]  
(2.11)
noting
\[ \frac{\partial q}{\partial w} = R. \]  
(2.12)

If the function \( q \) is continuous and differentiable then from second condition (1.29-2) for plant state invariance we can write
\[ \frac{\partial}{\partial w} \left( \frac{d}{dt} q \right) = -Q^{-1} v b^T \frac{\partial p}{\partial w}, \]
\[ \frac{d}{dt} \frac{\partial q}{\partial w} = -Q^{-1} v b^T \frac{\partial p}{\partial w}, \]
or, noting
\[ \frac{\partial p}{\partial w} = S \]  
(2.13)
and with (2.12)
\[ \dot{R} = -Q^{-1} v b^T PS. \]  
(2.14)

If the function \( p \) is continuous and differentiable then from dynamic centralized equation (1.28) of the given plant, we can write
\[ \frac{\partial}{\partial w} \left( \frac{d}{dt} q \right) = A_c \frac{\partial p}{\partial w} + B_c^{(e)} v, \]
\[ \frac{d}{dt} \frac{\partial q}{\partial w} = A_c \frac{\partial p}{\partial w} + B_c^{(e)} v, \]
or, with (2.13),
\[ \dot{S} = A_c S + B_c^{(e)} v. \]  
(2.15)

According to given results (2.11), (2.14) and (2.15), extensive gradient adaptive algorithm can be establish as (1.28) of the plant (1.31) defined by
\[ \dot{w} = -KR^T Q q, \]
\[ \dot{p} = A_c p + bv^T q \]
\[ \dot{q} = -Q^{-1} v b^T P p \]
\[ \dot{R} = -Q^{-1} v b^T PS \]
\[ \dot{S} = A_c S + B_c^{(e)} v, \]  
(2.16)
is called the extensive gradient adaptive algorithm if there exist some positive definite matrices \( P, Q \) and \( K \) such that the state invariance of given plant is derived although there is the invariance in its condition.
With (2.16), from (1.12-1) the formula for the design can be obtained as

\[
\begin{align*}
\dot{c} = B_c^{(p)} v w \\
\dot{\omega} = -KR^T Q q, \\
\dot{p} = A_c p + bv^T q \\
\dot{q} = -Q^{-1} v b^T P p \\
\dot{R} = -Q^{-1} v b^T P S \\
\dot{\tilde{S}} = A_c S + B_c^{(p)} v,
\end{align*}
\]

Thus treating centralized state equation of the plant and the condition for its state invariance the Lena-Kumpati adaptive algorithms have been established any model of given plant.

III. CONCLUSION

In this paper the adaptive property of the control plant is characterized by new equation - the dynamic association equation to the dynamic centralized process of the plant. This equation is obtained analyzing conditions which have to be satisfied for the Lyapunov's stability theory to be successfully applied to adaptive control system. And conditions which have to be satisfied for the Lena-Kumpati adaptability idea are established.

Analyzing these conditions for the adaptability and treating dynamic centralized and association equations of the plant, the adaptive algorithms which allow to construct the adaptive control systems which can guarantee the state invariance of the plant and therefore stabilized its dynamic adaptive process, that has been shown by proposition 3, although there is the variance in its work condition, are established.

The simulating results correspond to theoretical claims.
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