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Abstract. Relevance feedback is an effective approach to bridge the gap between low-level feature extraction and high-level semantic concept in content-based image retrieval (CBIR). In this paper, the authors further improve the use of users feedback with multi-feature query and the Choquet integral. Taking into account the interaction among feature sets, feedback information is used to adjust the feature’s relevance weights that are considered as the fuzzy density values in the Choquet integral to define the overall similarity measure between two images. The feature weight adjustment and integration aims at minimizing the difference between users desire and outcome of the retrieval system. Experimental results on several benchmark datasets have shown the effectiveness of the proposed method in improving the quality of CBIR systems.
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1. INTRODUCTION

Image retrieval has become an important research topic in multimedia applications and attracted attention of many researchers in last decades. Basically, there are two main approaches in building an image retrieval system: text-based and content-based [22, 11, 17]. In text-based image retrieval systems, the users’ queries are composed by key-words, which describe image content. The system retrieves images using image labels which are annotated manually. However, the difficulties in annotating a massive number of images and the avoiding subjectively labeling make this framework impractical in many situations.

In contrast to the keywords description, content-based image retrieval (CBIR) uses visual features such as colors, textures, patterns and shapes to describe image content. Its advantage over the keyword based image retrieval lies in the fact that the features are automatically extracted and the image’s content. However, the most challenging in CBIR is the semantic gap between human understanding (high level concepts) and machine understanding (low-level features) [22]. Many algorithms have been proposed to describe low level features of image and compute the similarity between them [5, 31, 32, 14, 37, 8], the semantic gap has not yet been satisfactorily resolved and the performance of CBIR is still far from the expectations of the user.

One possible solution to narrow down the semantic gap is integrating human interaction into CBIR systems, which is popularly known as Relevance Feedback (RF) [34, 30]. Basically, RF is a supervised learning technique that aims to improve the retrieval performance by learning the subjective
perception of users about the similarity between the images. According to the method, the system needs to be run through several iterations. For each iteration, the system retrieves a series of images that are ordered according to a pre-defined similarity measure, and it requires user’s interaction to mark the relevant and non-relevant retrievals [2]. These data are then used to update the reformulated query vector for helping next query results that are being nearer the user’s requirement [21]. Therefore, the query model used in the system should be designed to be flexibly enough so that it can be dynamically adjusted to approximate a variety of similarity adjustments encountered in query process.

Multi-feature query paradigm used in CBIR system aims to mine the complementary information of multiple features for achieving strong generalization. In this paradigm, each image is represented by a multi-dimensional feature vector, and each element of the feature vector is assigned the different weights which based on the feedback of users. These weights are then used for aggregating to produce a definitive result that may consist of a composite similarity or score value [3]. Many methods for constructing an aggregation of similarities have been developed. Rui et al. [26] proposed an interactive retrieval approach in which, each image is represented by vectors with the corresponding weights that represent the relative importance of each feature within a vector as well as their importance across the entire data set. These weights are dynamically updated based on user’s subjective perception so as to place more weight on relevant elements and less on irrelevant ones. Iqbal et al. [19] used a technique based on Gaussian normalization to process distances of color, texture and structure measures. Then, a global measure is defined as a weighted linear aggregation of the normalized distances. In [10], a set of weights for each descriptor is derived based on genetic algorithm, then they are used to combine image database descriptors. Knowles et. al. [35] have defined a global measure as an optimal linear aggregation of partial similarity functions by using the multi-objective optimization technique by a Pareto Archive Evolution Strategy [20]. In [3], a new similarity measure is designed based on assuming statistical independence, which combines the results obtained with each independent function. This approach is expanded in [4] by generating a straightforward rule that can be easily implemented. The negative feedback is used to identify the context of positive example selection as well as disambiguate the concept being searched. The key idea behind above methods is to change the weight of each image feature. However, the mentioned methods consider the features in terms of independent elements. And the additive operators as the weighted sum are often used to produce an overall similarity measure. Therefore, they are not flexible enough to model queries when several of features may be important to the user only if some other feature is present or absent.

A solution to overcome the above problems is to use the Sugeno measure [25] with the Choquet integral (CI) [24]. In [13], the Sugeno measure is used to define the importance of each component feature and the Choquet integral is used to estimate the similarity between images. However, a limitation of Sugeno measure is considered all pairs of features interact the same way which is not appropriate in the context of retrieval using multiple feature spaces.

In this paper, the Choquet integral is used as a similarity measure, and a effective algorithm is proposed to learn the relevant weight of the features based on the relevance feedback. The user’s feedback information is modeled by a fuzzy set used to learn relevant weight of the features. These weights are then used as the fuzzy density functions in Choquet integral to aggregate individual similarity measures in order to produce overall similarity measure. The learning relevant weight of the features is stated in the least absolute deviation sense that is solved by linear programming techniques. This allows us to estimate the relevant weights not only to each feature, but also to
their aggregations that represents query image more closely to user’s target. Experimental results on several benchmark datasets show that the proposed method effectively improve the quality of the CBIR system. The paper is organized as follows. The brief of discrete Choquet integrals and some related concepts are presented in the Section 2. Section 3 presents detailed descriptions of the proposed method for combining the similarity measures based on relevance feedback. The empirical results are presented in section 4. Finally, some conclusions and future research directions are drawn.

2. FUZZY MEASURES AND CHOQUET INTEGRAL

In this section, the basic concepts of the Choquet integral is recalled. This is a tool for data fusion, which is documented, e.g. in [28, 16, 15, 25].

2.1. Fuzzy measures

**Definition 1.** [28] Let $X$ be a set, $X \neq \emptyset$. A fuzzy measure (also called capacity) on $X$ is a set function $g : 2^X \rightarrow [0, 1]$ satisfying the following conditions:

- Boundary conditions: $g(\emptyset) = 0, g(X) = 1$;
- Monotonicity: $g(A) \leq g(B) \forall A \subset B \subset X$;
- Continuity: if $\{A_i\}_{1 \leq i}$ satisfies $A_i \subset X, A_{i+1} \subset A_i, \forall i$, then

$$\lim_{x \to \infty} g(A_i) = g(\bigcup_{i=1}^{\infty} A_i).$$

Fuzzy measures represent the importance of the set of properties $X$. They are defined not only in every property separately but also for all the aggregations among the properties of the set $X$.

**Definition 2.** [25] A fuzzy measure is a Sugeno measure (or a $\lambda$–fuzzy measure) if satisfying the following additional conditions:

$$g_\lambda (A \cup B) = g_\lambda (A) + g_\lambda (B) + \lambda g_\lambda (A) g_\lambda (B).$$

For all $A, B \subset X, A \cap B = \emptyset$, and when $X = \{x_1, x_2, \ldots, x_n\}$ is a finite set, $X \neq \emptyset$, $\lambda > -1, \lambda \neq 0$, is determined by solving the following equation:

$$(\lambda + 1) = \prod_{i=1}^{n} \left(1 + \lambda g^{(i)}\right) \quad (1)$$

where, $g^{(i)} \overset{def}{=} g(\{x_i\})$. Thus, the fuzzy measure of a subset $A \subset X$ can be inferred from the following formula:

$$g(\{A\}) = \frac{-1 + \prod_{i=1}^{k} (1 + \lambda g^{(i)})}{\lambda} \quad (2)$$

where, $A = \{x_1, x_2, \ldots, x_k\}$. 
Definition 3. [16] Let $X$ be a finite set, $X \neq \emptyset$. The Möbius transform of a given fuzzy measure $g$ is a set function $\mathcal{M}^g : 2^X \to [0, 1]$ defined by
\[ A \subset X \mapsto \mathcal{M}^g(A) = \sum_{B \subset A} (-1)^{|A \setminus B|} g(B). \] (3)

The Möbius transformation is invertible. The fuzzy measure restored by its inverse transformation, called Zeta transform
\[ g(A) = \sum_{B \subset A} \mathcal{M}^g(B), \forall A \subset X. \] (4)

The boundary and monotonicity conditions of a fuzzy measure are explained, respectively, as follows:
- $\mathcal{M}^g(\emptyset) = 0$ and $\sum_{A \subset X} \mathcal{M}^g(A) = 1$;
- $\sum_{B \subset A} \mathcal{M}^g(B) \geq 0, \forall A \subset X, i \in A$.

Definition 4. [23] A fuzzy measure $g$ is called $\mathcal{K}$-additive if
- $\forall A \subset X, \mathcal{M}(A) = 0$ if $\text{card}(A) > \mathcal{K}$;
- $\exists A \subset X$ such that $\text{card}(A) = \mathcal{K}$ and $\mathcal{M}^g(A) \neq 0$.

A $\mathcal{K}$-additive fuzzy measure is defined by only $(\binom{n}{0} + \binom{n}{1} + \cdots + \binom{n}{\mathcal{K}})$ coefficients instead of $2^n - 1$ of a general fuzzy measure $g$, where $n = \text{card}(X)$.

2.2. Choquet integral

Choquet integral [24] is the most common form of fuzzy integral which is an integral of a real function with respect to a fuzzy measure [9].

Definition 5. [25] Let $f : X \to [0, 1]$ be a function where $f(x)$ denotes the confidence value of $x$. The Choquet integral of $f$ with respect to the fuzzy measure $g$ can be defined as:
\[ C_g(f) \overset{\text{def}}{=} \int_x f(x) \circ g = \int_0^1 g(A_\alpha) \, d\alpha \] (5)

where, $\forall \alpha \in [0, 1], A_\alpha \overset{\text{def}}{=} \{ x \in X \mid f(x) \geq \alpha \}$. In case $X$ is a discrete set, the discrete Choquet integral with respect to a fuzzy measure $g$ is defined as
\[ C_g(f) = \sum_{i=1}^{n} [f(x_{t_i}) - f(x_{t_{i-1}})] \, g(A_i) \] (6)

such that $0 \leq f(x_{t_1}) \leq f(x_{t_2}) \leq \ldots \leq f(x_{t_n})$, $f(x_{t_0}) = 0$, $A_{t_i} \overset{\text{def}}{=} \{ x_{t_i}, \ldots, x_{t_n} \}$.

With the help of the Möbius transformation, Choquet integral can be expressed as
\[ C_g(f) = \sum_{A \subset X} \mathcal{M}^g(A) \min_{i \in A} f(x_i). \] (7)
\textbf{3. THE PROPOSED METHOD}

In this section, the integral Choquet is used as aggregation operator to produce the overall similarity measure from individual similarity measures. The first, the form property of Choquet integral is clarified by the following statement:

\textbf{Proposition 1.}

(i) If $g_\lambda$ is a $\lambda$–fuzzy measure, then $g_\lambda$ is monotonicity, $\forall A \subset B \subset X \Rightarrow g_\lambda(A) \leq g_\lambda(B)$, and $A \neq \emptyset, A \subset X, A$ is finite $\Rightarrow g_\lambda(A) = \frac{-1 + \prod_{a \in A} (1 + \lambda g_\lambda(\{a\}))}{\lambda}$.

(ii) If $f_1, f_2 : X \to [0, 1], f_1(x) \leq f_2(x), \forall x \in X$, $g$ is the fuzzy measure on $X$ then $C_g(f_1) \leq C_g(f_2)$.

Special, $\inf(f) \leq C_g(f) \leq \sup(f), \forall f : X \to [0, 1]$. This property demonstrates that when $X$ is a finite set, the $C_g$ is an aggregation operator.

(iii) $X = \{x_i | i = 1, \ldots, n\}$, $g$ is the fuzzy measure on $X$, $f : X \to [0, 1]$ is a function and $i_1, i_2, \ldots, i_n$ is a permutation of $1, 2, \ldots, n$ such that: $0 = f(x_{i_0}) \leq f(x_{i_1}) \leq f(x_{i_2}) \leq \ldots \leq f(x_{i_n}), \forall k = 1, n, A_{i_k} \overset{\text{def}}{=} \{x_{i_k}, \ldots, x_{i_n}\}, A_{i_{k+1}} = \emptyset$, then

$$\sum_{k=1}^{n} (f(x_{i_k}) - f(x_{i_{k-1}})) g(A_{i_k}) = \sum_{k=1}^{n} f(x_{i_k}) (g(A_{i_k}) - g(A_{i_{k+1}})).$$

Proof:

(i) $A \subset B \Rightarrow B = A \cup B \setminus A \Rightarrow g_\lambda(B) = g_\lambda(A) + g_\lambda(B \setminus A) + g_\lambda(B) g_\lambda(B \setminus A)$

$$= g_\lambda(A) + g_\lambda(B \setminus A) \{1 + \lambda g_\lambda(A)\} \geq g_\lambda(A) \text{ by } 0 \leq g_\lambda(B \setminus A), 0 \leq g_\lambda(A) \leq 1, \lambda > -1.$$

Rewrite the Sugeno equation:

$\forall A, B \subset X, A \cap B = \emptyset, g_\lambda(A \cup B) = g_\lambda(A) + g_\lambda(B) + \lambda g_\lambda(A) g_\lambda(B)$

$\Rightarrow (1 + \lambda g_\lambda(A \cup B)) = (1 + \lambda g_\lambda(A)) (1 + \lambda g_\lambda(B))$

$\Rightarrow (1 + \lambda g_\lambda(\{a_1, a_2, \ldots, a_k\})) = (1 + \lambda g_\lambda(\{a_1, a_2, \ldots, a_{k-1}\})) (1 + \lambda g_\lambda(\{a_i\}))$

$\forall i = k, k - 1, \ldots, 2$

$\Rightarrow 1 + \lambda g_\lambda(\{a_1, a_2, \ldots, a_k\}) = \prod_{i=1}^{k} (1 + \lambda g_\lambda(\{a_i\}))$

$\Rightarrow g_\lambda(\{a_1, a_2, \ldots, a_k\}) = \frac{-1 + \prod_{i=1}^{k} (1 + \lambda g_\lambda(\{a_i\}))}{\lambda}$

(ii) $\forall \alpha \in [0, 1], \{x \in X | f_1(x) \geq \alpha\} \subset \{x \in X | f_2(x) \geq \alpha\}$ do $f_1(x) \leq f_2(x) \forall x \in X$

$$\Rightarrow g(\{x \in X | f_1(x) \geq \alpha\}) \leq g(\{x \in X | f_2(x) \geq \alpha\}) \forall \alpha \in [0, 1]$$

$$\Rightarrow C_g(f_1) = \int_{0}^{1} g(\{x \in X | f_1(x) \geq \alpha\}) d\alpha \leq \int_{0}^{1} g(\{x \in X | f_2(x) \geq \alpha\}) d\alpha = C_g(f_2)$$
\( f : X \rightarrow [0, 1], \forall x \in X, f(x) = \inf(f), \overline{f} : X \rightarrow [0, 1], \forall x \in X, \overline{f}(x) = \sup(f) \)

\[
\inf(f) = C_g(f) \leq C_f(f) \leq C_g(\overline{f}) = \sup(f)
\]

(iii) \( \forall k = 1, n, a_k \overset{\text{def}}{=} f(x_{i_k}) - f(x_{i_{k-1}}), s_0 = 0, s_k = \sum_{l=1}^{k} a_l \Rightarrow s_k = f(x_{i_k}) \)

\[
\sum_{k=1}^{n} (f(x_{i_k}) - f(x_{i_{k-1}})) g(A_{i_k}) = \sum_{k=1}^{n} a_k g(A_{i_k}) = \sum_{k=1}^{n} s_k g(A_{i_k})
\]

\[
= f(x_{i_n}) g(A_{i_{n+1}}) + \sum_{k=1}^{n} s_k \{ g(A_{i_k}) - g(A_{i_{k+1}}) \} \text{ (Abel’s formula)}
\]

\[
= \sum_{k=1}^{n} f(x_{i_k}) \{ g(A_{i_k}) - g(A_{i_{k+1}}) \}. 
\]

When \( g \) is the additive fuzzy measure,

\[
C_g(f) = \sum_{k=1}^{n} f(x_{i_k}) \{ g(A_{i_{k-1}}) - g(A_{i_k}) \} = \sum_{k=1}^{n} f(x_{i_k}) g(\{ x_{i_k} \}) = \sum_{i=1}^{n} f(x_i) g(\{ x_i \}).
\]

\[ \blacksquare \]

**Remarks:**

- **Formula** \( g_\lambda (A) \) in (i) demonstrates that all pairs of features interact the same way, i.e., a polynomial of \( \lambda \) in which coefficients are importance of individual feature.

\[
A = \{ a_1, a_2, \ldots, a_k \} \Rightarrow 
\]

\[
g_\lambda (A) = \sum_{i=1}^{k} g_\lambda (\{ a_i \}) + \lambda \sum_{i_1=i_2=\ldots=i_{k-1}+1}^{k-1} g_\lambda (\{ a_i_1 \}) g_\lambda (\{ a_i_2 \}) + \ldots + \lambda^{k-1} \prod_{i=1}^{k} g_\lambda (\{ a_i \}).
\]

- Right side of the equation (iii) means that, if new information that \( x_{i_k} \) contribution is less, the measure should be chosen so that \( g(A_{i_k}) - g(A_{i_{k+1}}) \approx 0. \)

### 3.1. Modeling the overall similarity using the discrete Choquet Integral

Let \( F = \{ f_t \}_{t=1}^{T} \) be a set of \( n \) feature spaces which represent an image used by CBIR system. Here, \( f_t \) is a multi-dimensional vector of feature space which can be modelled by several representations, e.g. Color Histogram, Grid Color Moment, Local Binary Pattern, Gabor Wavelets Texture and Edge Histogram. Let \( F^q \) and \( F^j \) be two feature vectors of two images \( q, j \), respectively.

**Definition 6.** The similarity measure with respect to multi-feature between two images \( q \) and \( j \), is denoted as \( \text{Sim}^T(q, j) \) and is defined as follows:

\[
\text{Sim}^T(q, j) = \Phi \left( \left\{ \text{Sim}_t \left( f^q_t, f^j_t \right) \mid t = 1 \ldots T \right\} \right)
\]

(8)
where, \( T \) is number of feature spaces, \( \text{Sim}_{t}(f^q_t, f^j_t) \) is similarity measure between query image and image \( j \) according to \( t^{th} \) feature space, \( \Phi \) is a paradigm for aggregating the similarity measure of individual feature spaces into the overall similarity measure. This definition is general for using many types of different feature spaces. The most popular aggregation paradigm, which is used in CBIR systems, is the weighted sum. This paradigm is defined as follows:

\[
\Phi \left( \{ \text{Sim}_{t}(f^q_t, f^j_t) \mid t = 1...T \} \right) = \sum_{t=1}^{T} \lambda_t \text{Sim}_{t}(f^q_t, f^j_t)
\]

(9)

where, \( \sum_{t=1}^{T} \lambda_t = 1 \), and \( \lambda_t \geq 0, \forall t = 1,T \).

In practice, when users observe the images, they can recognize the similar between two images in either an individual feature or in some of aggregating features. In addition, a similar of individual feature is only important for the user if similarity with respect to some other feature appears, it means that, there is a mutual interaction in each other features. Thus, above model is not flexibly enough for such query paradigms. For example, assuming that there has three images \( I_1, I_2, I_3 \) and their overall similarities are evaluated based on three feature namely color, texture and shape, and the weight is assigned on each feature to be the same. Using the aggregation paradigm in Eq(9), the overall similarity measure of images is shown in Table 1. In this results, image \( I_3 \) has the lowest rank. However, if the user wants to search for a well-balanced both shape and texture similarity, image \( I_3 \) should be considered as the first rank. This will be difficult to achieve by additive operators, although the \( \lambda \) changes with any values.

<table>
<thead>
<tr>
<th>Image</th>
<th>Color</th>
<th>Texture</th>
<th>Shape</th>
<th>Overall Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_1 )</td>
<td>0.72</td>
<td>0.68</td>
<td>0.44</td>
<td>0.613</td>
</tr>
<tr>
<td>( I_2 )</td>
<td>0.60</td>
<td>0.52</td>
<td>0.72</td>
<td>0.613</td>
</tr>
<tr>
<td>( I_3 )</td>
<td>0.56</td>
<td>0.60</td>
<td>0.60</td>
<td>0.587</td>
</tr>
</tbody>
</table>

Table 1. The overall similarity using weighted sum operator (with weights \( \lambda(\text{color}) = \lambda(\text{texture}) = \lambda(\text{shape}) = 1/3 \))

In this case, the weights should be assigned to both the individual feature and their subsets. For above example, the weight assigned to the aggregation of two featuresbreak \{texture, shape\} should be bigger than or equal to the sum of their individual weights, i.e.,

\[
\lambda \{\text{texture, shape}\} \geq \lambda \{\text{texture}\} + \lambda \{\text{shape}\}.
\]

Additionally, the weights assigned to the rest combination should be smaller or equal to the sum of their individual weight because they do not receive much interest of users, i.e., \( \lambda \{\text{color, texture}\} \leq \lambda \{\text{color}\} + \lambda \{\text{texture}\} \), similarly, yielding \( \lambda \{\text{color, shape}\} \leq \lambda \{\text{color}\} + \lambda \{\text{shape}\} \). This reasoning can be easy to model by fuzzy measures [15]. Hence, the Choquet integral will be effective solution for the query paradigms.

In this work, Choquet integral with fuzzy measure is used to define aggregation paradigm \( \Phi \). The similarity of features are considered as source information, and the relevance weight
of features is considered as fuzzy density function. These are then used in Choquet integral model to compute the overall similarity measure. Thus Eq(8) can be rewritten as follows:

$$\text{Sim}_T(q,j) = \text{Choquet}_\mu(q,j)$$

$$= \sum_{i=1}^{T} \left( \text{Sim}_{t(i)}(f_q^i, f_j^i) - \text{Sim}_{t(i-1)}(f_q^i, f_j^i) \right) \times \mu(\{f_1, \ldots, f_T\})$$

(10)

where \(\{t_i\}_{1 \leq i \leq T}\), it means that, the indexes of features set are permuted in such a way that:

$$\text{Sim}_{t_1}(f_q^i, f_j^i) \leq \cdots \leq \text{Sim}_{t_T}(f_q^i, f_j^i)$$

and convention \(\text{Sim}_{t_0}(f_q^i, f_j^i) = 0\). The notation \(\mu(.)\) presents the relevance weights of features which will also serve as the with fuzzy measures under the constraints as:

$$\begin{cases} 
\{\mu(A)\}_{A \subseteq \{1,2,\ldots,T\}}, \forall A \in 2^{\{1,2,\ldots,T\}}, 0 \leq \mu(A) \leq 1 \\
\mu(\emptyset) = 0, \mu(\{1, 2, \ldots T\}) = 1 \\
\forall A \subseteq \{1,2,\ldots,T\}, A \neq \emptyset, \max_{B \subseteq A, |B| = A-1} \{\mu(B)\} \leq \mu(A).
\end{cases}$$

(11)

Using \(K\)-additive fuzzy measure in Möbius representation, formula Eq(10) is able to be rewritten as follows:

$$\text{Sim}_T(q,j) \overset{\text{def}}{=} \sum_{A \subseteq \{1,\ldots,T\}} \mathcal{M}_A^\mu \min_{t \in A} \left( \text{Sim}_t(f_q^i, f_j^i) \right)$$

(12)

where \(\mathcal{M}_A^\mu\) satisfying constrains:

$$\begin{cases} 
\sum_{B \subseteq A, |B| \leq K} \mathcal{M}_B^\mu \geq 0 \\
\forall A \subseteq \{1,2,\ldots,T\}, |A| > 1, \forall t \in A, \mathcal{M}_{\{t\}}^\mu \geq 0 \\
\sum_{B \subseteq \{1,2,\ldots,T\}, |B| < K} \mathcal{M}_B^\mu = 1.
\end{cases}$$

(13)

Considering above example, suppose the individual importance of each feature is assigned by fixed values where \(\mu\{\text{color}\} = \mu\{\text{texture}\} = \mu\{\text{shape}\} = 0.3\), and the importance on the aggregation of features is assigned by:

$$\mu\{\text{texture, shape}\} = 0.9 \geq \mu\{\text{texture}\} + \mu\{\text{shape}\},$$

$$\mu\{\text{color, texture}\} = 0.4 \leq \mu\{\text{color}\} + \mu\{\text{texture}\},$$

$$\mu\{\text{color, shape}\} = 0.4 \leq \mu\{\text{color}\} + \mu\{\text{shape}\}.$$
Table 2. The overall similarity using integral Choquet

<table>
<thead>
<tr>
<th>Image</th>
<th>Overall similarity measure</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>I₁</td>
<td>Step1: Sorting the feature’s similarity measure in ascending order: Simᵣ&lt;Simᵥ&lt;Simᵦ</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Step2: Calculating the overall similarity measure according using Eq(10) Cᵦ(color, texture, shape)= Simᵣ*ᵦ{color,texture,shape}+ (Simᵥ-Simᵣ)*ᵦ{texture,color}+(Simᵦ-Simᵥ)<em>ᵦ{color} =0.44</em>1+(0.68-0.44)*0.4+(0.72-0.68)*0.2 =0.548</td>
<td></td>
</tr>
<tr>
<td>I₂</td>
<td>0.588</td>
<td>2</td>
</tr>
<tr>
<td>I₃</td>
<td>0.596</td>
<td>1</td>
</tr>
</tbody>
</table>

3.2. Learning features’s relevance weight

To use the Choquet integral for aggregating similarity, it is necessary to identify the weight of all subsets of feature space. However, it is difficult for estimating 2ⁿ values of fuzzy measure, especially when the number of features, n is sufficiently large [27]. Many methods have been proposed to identify fuzzy measure values, the most of them are stated under of the form of an optimization problem: see [7] for detail. However, finding a solution via these methods in the case of a very large number of parameters and constraints still remains as an obstacle. In general, the usability of each identification method depending on several factors: types of inputs, number of inputs and number of fuzzy measure values that need to be identified. In this work, the learning relevance weight of features is formulated in the context of linear programming problem, which can be solved quickly and reliably.

Let S⁺, S⁻ be two sets of image related and unrelated, which labeled by user via relevance feedback. In this work, it is needed to estimate relevance weights μ of candidate subsets of features so that the value of the overall similarity match the desired outputs yₖ as close as possible, i.e., that the images in S⁺are ranked in closest to query image, whereas the images in S⁻ are ranked in farthest to query image. For this purpose, the learning feature’s relevance weight can be formulated as the least absolute deviation problem:

\[
\text{minimize } \sum_{k=1}^{K} |\text{Choquet}_μ(q,j) - y_k|
\]

subject to various constraints on μ.

Let \( y_k = \{y_k^+, y_k^\} \) be the output values which are defined by

\[
y_k^+ = \max_{1 \leq t \leq T} Sim_t(f^q_t, f^j_t), I_k \in S^+,
\]

\[
y_k^- = \min_{1 \leq t \leq T} Sim_t(f^q_t, f^j_t), I_k \in S^-.
\]
The problem (14) can be restated as follows:

\[
\text{minimize} \quad \sum_{p \in S^+} \max \left( y_p^+ - \text{Choquet}_\mu (p, j), 0 \right) \\
+ \sum_{p \in S^-} \max \left( \text{Choquet}_\mu (p, j) - y_p^-, 0 \right)
\]  

subject to various constraints (11) on \( \mu \). However, these conditions do not reduce the complexity of the least absolute deviation problems. It is possible to reduce the complexity of the problem when working in Möbius representation [6].

By using K-additive fuzzy measure in Möbius representation, the problem (16) is transformed into a simplified optimization problem:

\[
\text{minimize} \quad \sum_{p \in S^+} \max \left( y_p^+ - \sum_{A | |A| \leq K} \mathcal{M}_A^\mu h_A (p), 0 \right) \\
+ \sum_{p \in S^-} \max \left( \sum_{A | |A| \leq K} \mathcal{M}_A^\mu h_A (p) - y_p^-, 0 \right)
\]  

subject to various constraints:

\[
\left\{ \begin{array}{l}
\sum \mathcal{B} \subseteq A, |B| \leq K \mathcal{M}_B^\mu \geq 0 \\
\forall A \subseteq \{1, 2, \ldots, T\}, |A| > 1, \forall t \in A, \mathcal{M}_\{t\}^\mu \geq 0 \\
\sum_B \mathcal{B} \subseteq \{1, 2, \ldots, T\}, |B| < K \mathcal{M}_B^\mu = 1 
\end{array} \right.
\]  

where \( h_A (p) = \min_{t \in A} (\text{Sim}_t (f_q^t, f_p^t)) \).

Set

\[
e_p^+ = y_p^+ - \sum_{A | |A| \leq K} h_A (p) \mathcal{M}_A^\mu, p \in S^+, \\
e_p^- = \sum_{A | |A| \leq K} h_A (p) \mathcal{M}_A^\mu - y_p^-, p \in S^-.
\]

By using auxiliary variables \( e_p^+, e_p^- \), the problem (17) is transformed into:

\[
\text{minimize} \quad \sum_{p=1}^{K} e_p^+ + e_p^-
\]  

subject to constraints:

\[
\left\{ \begin{array}{l}
e_p^+ - \sum_{A | |A| \leq K} h_A (p) \mathcal{M}_A^\mu \geq -y_p^+, \forall p \in S^+, \\
e_p^- + \sum_{A | |A| \leq K} h_A (p) \mathcal{M}_A^\mu \geq y_p^-, \forall p \in S^-, \\
\sum_B \mathcal{B} \subseteq A, |B| \leq K \mathcal{M}_B^\mu \geq 0, \\
\forall A \subseteq \{1, 2, \ldots, T\}, |A| > 1, \forall t \in A, \mathcal{M}_\{t\}^\mu \geq 0, \\
\sum_B \mathcal{B} \subseteq \{1, 2, \ldots, T\}, |B| < K \mathcal{M}_B^\mu = 1, \\
e_p^+ \geq 0, e_p^- \geq 0.
\end{array} \right.
\]
This is a linear programming problem which is very convenient to solve by using several standard methods as Simplex method. The procedure for calculating overall similarity measure is described in algorithm 1, and the proposed method for content-based image retrieval is described in algorithm 2.

**Algorithm 1 Aggregation similarity measure based on Choquet integral**

**Input:** Set of \( m \) fuzzy measure in Möbius representation \( Mob = \{ M^A = \forall A \subseteq \{1, 2, ..., T\} \} \), set of \( T \) similarity measures \( X = \{ Sim_t \left( f^g_i, f^g_j \right) \} |t = 1...T \).

**Output:** aggregation similarity measure \( S \).

1. **Initialisation:** \( S = 0 \);
2. **for** \( j = 1 \) to \( m \) **do**
3. **for** \( i = 1 \) to \( T \) **do**
4. \( r = 0 \);
5. **if** bit \( i \) of \( j \) (from right to left) is 1 **then**
6. \( r = \min(r, X[i]) \);
7. **end if**
8. **end for**
9. **if** \( r > 1 \) **then**
10. \( r = 0 \);
11. **end if**
12. \( S = S + Mob[j] * r \);
13. **end for**
14. **return** \( S \);

4. **EXPERIMENTS**

4.1. **Image database**

In this section, the efficiency of proposed method is we evaluated on two sets of data as ImgDB1 and ImgDB2 is evaluated. The ImgDB1 is set of Caltech101 data [12] including 9144 images classified into 101 classes, there are from 40 to 800 images on each one. The ImgDB2 is subset of set of Corel data [29] including 15000 images classified into 150 classes with different semantic topics. There are 100 images on each one. They are benchmark data set that are often used to evaluate the efficiency in CBIR systems [11, 29].

4.2. **Feature extraction**

In CBIR system in general, each image is often presented by main three features: Color, Texture and Shape [22, 11]. In the experiment, five descriptions for these features in [36] are used, that are: a 9-dimension-vector for Grid Color Moment (GCM), a 59-dimension-vector for Local Binary Pattern (LBP), a 120-dimension-vector for Gabor Wavelets Texture (GWT), a 37-dimension-vector for Edge Histogram (EH) and a 512-dimension vector for GIST feature. All of feature descriptions have been normalized according to method [1] so that their each element has value in range \([0, 1]\). The similarity measure between pairs of
Algorithm 2 CBIR-Choquet (Proposed method for content-based image retrieval)

Input: Query image $x^q = \{f^q_t\}_{1 \leq t \leq T}$, Feature database $DB=\{x^j\}_{1 \leq j \leq N}$, $x^j = \{f^j_t\}_{1 \leq t \leq T}$,

where, $f^q_t, f^j_t \in [0,1]$. 

Output: Result: Image list are arranged in the similarity measure to query image

1: Initialisation: $g(Sim_t) = \frac{1}{T} \forall t = 1, T; S^+ = \emptyset; S^- = \emptyset$;

2: for $j = 1$ to $N$ do
3: Compute the similarity between the query image and every image in $DB$ according to feature spaces. \[
\left\{ Sim_t \left( f^q_t, f^j_t \right) \right\} \mid t = 1...T 
\]
4: Compute overall similarity between the query image and every image in $DB$ 
\[
Sim^T DB(j) = Sim^T (q,j); \text{ using Eq}(9) 
\]
5: end for
6: Sort $Sim^T DB(j), 1 \leq j \leq N$; in descending order
7: Normalize \[
\left\{ Sim_t \left( f^q_t, f^j_t \right) \right\} \mid t = 1...T, \text{ s.t } Sim_t \left( f^q_t, f^j_t \right) \in [0,1].
\]

8: while User not satisfied do
9: Identify sets of $S^+_k, S^-_k$ from user’s feedback:
\[
S^+ = S^+ \cup S^+_k; S^- = S^- \cup S^-_k;
\]
10: Compute the $y^+_k, y^-_k$; using Eq(15)
11: Compute the $M^A_k$; by solving the problem (19).
12: for $j = 1$ to $N$ do
13: Compute the overall similarity 
\[
Sim^T DB(j) = Choquet(\left\{ Sim_t \left( f^q_t, f^j_t \right) \right\} \mid t = 1...T, M^A_k); \text{ by algorithm 1}
\]
14: end for
15: Result= Sort $Sim^T DB(j), 1 \leq j \leq N$; in descending order
16: end while
17: return Result;

image of each description is calculated by using Euclidean distance. The descriptions used in experiment and their properties are shown in Table 3.

4.3. Evaluating efficiency

A serial of experiments is implemented to show the feasibility and utility of the proposed method. To illustrate the specific situation of online users, twenty images are selected randomly from each class of each image database and considered as query images. Therefore, it will have 2020 and 3000 query sessions on each database, respectively. At initial step of each query session, images in database are sorted by Euclid distance to query image, and then RF is automatically performed by a computer. At each feed-back round, the top 20 retrieved results are serially examined from the top, and all the unlabeled images within the scope were automatically labeled using the ground truth in order to simulate the users feedback. The images which belong to the same class are considered relevance and others are considered irrelevance. All of labeled images in feedback loops will be used to update
Table 3. Descriptions and their properties used in the experiment

<table>
<thead>
<tr>
<th>Descriptions</th>
<th>Type of feature</th>
<th>Size of feature vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCM</td>
<td>Color</td>
<td>81</td>
</tr>
<tr>
<td>LBP</td>
<td>Texture</td>
<td>59</td>
</tr>
<tr>
<td>GWT</td>
<td>Texture</td>
<td>120</td>
</tr>
<tr>
<td>EDH</td>
<td>Shape</td>
<td>37</td>
</tr>
<tr>
<td>GIST</td>
<td>Shape</td>
<td>512</td>
</tr>
</tbody>
</table>

fuzzy weights that are used to combine similarity measure.

The query result without feedback on set of data ImgDB1 is shown in Fig.1, distance measure values are shown in Table 4, respectively. The image at the left top position is query one, the images which have red border are the same semantic class with query image, others are different from semantic class. It is very easy to see that amount of images having relevance to query image is very limited; a lot of images have a very closed distance to query image but very different in semantic and vice versa. However, after the fourth feedback iteration, number of relevance images which are retrieved by proposed method increases significantly as Fig.2.

![Figure 1. The retrieval results without relevance feedback for query image 377022.jpg.](image_url)

The Average Precision measure (AP)[18] has used to evaluate efficiency of the system after each feedback iteration. At each feedback iteration, AP is defined as the average of precision values obtained after each relevant image is retrieved. The precision value is the ratio between the number of relevant images found by the system and the number of pictures currently retrieved at the current iteration. The mean average precision (MAP) is the mean of the average precision over all queries:

$$MAP = \frac{1}{Q} \sum_{q=1}^{Q} \frac{1}{N_R} \sum_{i=1}^{N_R} p(i)$$

(21)
Figure 2. The retrieval results after the fourth feedback iteration for query image 377022.jpg.

Table 4. Distance measure of the top 20 retrieved results without relevance feedback for query image 377022.jpg.

<table>
<thead>
<tr>
<th>Image</th>
<th>GCM</th>
<th>LBP</th>
<th>GWT</th>
<th>EDH</th>
<th>GIST</th>
<th>Dist</th>
</tr>
</thead>
<tbody>
<tr>
<td>377022</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>113006</td>
<td>0.241</td>
<td>0.081</td>
<td>0.149</td>
<td>0.214</td>
<td>0.357</td>
<td>1.042</td>
</tr>
<tr>
<td>377024</td>
<td>0.225</td>
<td>0.112</td>
<td>0.174</td>
<td>0.216</td>
<td>0.373</td>
<td>1.099</td>
</tr>
<tr>
<td>208035</td>
<td>0.166</td>
<td>0.078</td>
<td>0.198</td>
<td>0.235</td>
<td>0.425</td>
<td>1.101</td>
</tr>
<tr>
<td>377029</td>
<td>0.236</td>
<td>0.113</td>
<td>0.170</td>
<td>0.227</td>
<td>0.363</td>
<td>1.110</td>
</tr>
<tr>
<td>134011</td>
<td>0.233</td>
<td>0.094</td>
<td>0.208</td>
<td>0.233</td>
<td>0.349</td>
<td>1.117</td>
</tr>
<tr>
<td>377075</td>
<td>0.213</td>
<td>0.176</td>
<td>0.183</td>
<td>0.225</td>
<td>0.326</td>
<td>1.124</td>
</tr>
<tr>
<td>104079</td>
<td>0.193</td>
<td>0.110</td>
<td>0.151</td>
<td>0.318</td>
<td>0.355</td>
<td>1.128</td>
</tr>
<tr>
<td>377078</td>
<td>0.256</td>
<td>0.109</td>
<td>0.142</td>
<td>0.237</td>
<td>0.387</td>
<td>1.130</td>
</tr>
<tr>
<td>499011</td>
<td>0.228</td>
<td>0.108</td>
<td>0.219</td>
<td>0.188</td>
<td>0.393</td>
<td>1.136</td>
</tr>
<tr>
<td>136016</td>
<td>0.295</td>
<td>0.122</td>
<td>0.143</td>
<td>0.222</td>
<td>0.358</td>
<td>1.140</td>
</tr>
<tr>
<td>492032</td>
<td>0.285</td>
<td>0.092</td>
<td>0.123</td>
<td>0.264</td>
<td>0.383</td>
<td>1.147</td>
</tr>
<tr>
<td>113032</td>
<td>0.286</td>
<td>0.143</td>
<td>0.147</td>
<td>0.258</td>
<td>0.319</td>
<td>1.152</td>
</tr>
<tr>
<td>150022</td>
<td>0.301</td>
<td>0.115</td>
<td>0.177</td>
<td>0.249</td>
<td>0.317</td>
<td>1.160</td>
</tr>
<tr>
<td>77088</td>
<td>0.242</td>
<td>0.128</td>
<td>0.226</td>
<td>0.267</td>
<td>0.300</td>
<td>1.163</td>
</tr>
<tr>
<td>377035</td>
<td>0.222</td>
<td>0.175</td>
<td>0.236</td>
<td>0.215</td>
<td>0.321</td>
<td>1.171</td>
</tr>
<tr>
<td>283069</td>
<td>0.174</td>
<td>0.149</td>
<td>0.187</td>
<td>0.264</td>
<td>0.398</td>
<td>1.172</td>
</tr>
<tr>
<td>283056</td>
<td>0.208</td>
<td>0.119</td>
<td>0.233</td>
<td>0.223</td>
<td>0.390</td>
<td>1.172</td>
</tr>
<tr>
<td>208096</td>
<td>0.259</td>
<td>0.125</td>
<td>0.216</td>
<td>0.226</td>
<td>0.349</td>
<td>1.174</td>
</tr>
<tr>
<td>326018</td>
<td>0.213</td>
<td>0.102</td>
<td>0.190</td>
<td>0.239</td>
<td>0.434</td>
<td>1.177</td>
</tr>
</tbody>
</table>

where, \( Q \) is total of query image, \( N_R \) is the total number of relevant images for the query \( q \).

The effectiveness of the proposed method is evaluated in two aspects: The effectiveness of weight learning model, and the aggregation model of similarity measures. With the first aspect, the proposed method is compared with the method in [13] which uses the Choquet
integral with Sugeno measure as the distance measure of features. In this method, the authors have used the Euclidean distance of each component in 48-dimensional feature vector representing the image’s texture features as sources of information in the CI. The coefficient $\lambda$ that is used to compute weight of interactive features is computed by estimating the real roots of a polynomial of degree 48. However, in the context of multi-features, applying this method directly for each feature component is not suitable due to the need of estimating the real root of the polynomial of degree $n(n = 809$ in our case) when calculating the coefficient $\lambda$.

In this experiment, the information source used in Choquet integral is the similarity measure of five feature tuples, and the weight of the interactive features is evaluated according to the respective proposals. Determining of the coefficient $\lambda$ is easily performed by finding the real root of a polynomial of degree 5.

The results in Fig.3 and Fig.4 show that the proposed method is superior to the method using Sugeno measure. The reason is that, in the proposed method, the weight of the interactive features is more closely reflected user’s target because this weight is learned during the relevant feedback process. Meanwhile, the method proposed in [13] only learns the important weights of the corresponding individual feature tuple. These weights are then used to estimate the coefficient $\lambda$ that is used to compute the weight of the interactive features, meaning that this method only considers the interaction of all pairs of feature tuples in the same way, which cannot fully reflect the user’s target.

To evaluate the performance of the proposed method according to the second aspect, an experiment is carried out as follows: Firstly, the method [33] is used to compute similarity measure for individual feature tuple. Then, these similarity measures are aggregated according to three ways: using weighted sum operator, our proposed method, and the method proposed in [4] which are named EMR+WS, EMR+Proposed and IMR+[4], respectively. The weights of the feature tuples are estimated according to the learning algorithm in the proposed method. The comparison results are shown in Fig.5. In most cases, the results of
Figure 4. The effectiveness of learning model of fuzzy measure on ImgDB2 dataset

The computation of weights of interactive features is expensive due to the need of considering all the interactions. However, the proposed method applies aggregation paradigm of
similarity measures for $T$ feature tuples ($T = 5$ in this case) instead of computing individual feature components, so this difficulty can be easily overcome.

5. CONCLUSION

This paper proposes the method to aggregate multi-similarity measures based on relevance feedback in CBIR. In this approach, the overall similarity measure between the two images is calculated by non-additive aggregation from different individual similarity measure based on Choquet integral. The important weights are used in Choquet integral, which are defined not only for each individual similarity, but also for all the aggregations between them. The weights are estimated by the Simplex algorithm for optimization linear objective function based on user’s feedback information, therefore, the overall similarity measure is more suitable than the target user’s query. Experimental results on two benchmark datasets Oliva and Corel have shown the effectiveness of the proposed approach compared to two methods [13] and [4]. Despite promising results, identifying the most informative images for user to label, which is one of the critical issues in relevance feedback has not been addressed in the proposed method yet. The authors plan to incorporate active learning methods in the proposed to more effectively exploit the feedback information of users.
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