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#### Abstract

Maximum Distance Separable (MDS) code has been studied for a long time in the coding theory and has been applied widely in cryptography. The methods for transforming an MDS into other ones have been proposed by many authors in the literature. These methods are called MDS matrix transformations in order to generate different MDS matrices (dynamic MDS matrices) from an existing one. In this paper, some new results on the preservation of many good cryptographic properties of MDS matrices under direct exponent transformation are presented. These good cryptographic properties include $M D S$, involutory, symmetric, recursive (exponent of a companion matrix), the number of 1 's and distinct elements in a matrix, circulant and circulant-like. In addition, these results are shown to have important applications in constructing dynamic diffusion layers for block ciphers. The strength of the ciphers against developing cryptanalytic techniques can be enhanced by the dynamic MDS diffusion layers.
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## 1. INTRODUCTION

Claude Shannon, in his paper of "Communication Theory of Secrecy Systems" [1] defined confusion and diffusion as two mandatory properties, required for the design of block ciphers. Confusion is to make the relationship of statistical independence between ciphertext string and plaintext string more complicated while diffusion is associated with dependency of output bits on input bits.

As we know, MDS matrices were first introduced by Serge Vaudenay in FSE'95 [2] as a linear case of multipermutations. Multipermutations or MDS matrices characterize the notion of perfect diffusion [3], which requires that the change of some $t$ out of $m$ input bits must affect at least $m-t+1$ output bits. The branch number of diffusion layer in Substitution-Permutation Network (SPN) structure has been regarded as an important criterion for diffusion layer design. For block ciphers, the resistance against strong attacks (such as linear and differential attacks) depends on the branch number of diffusion layers of the ciphers. The greater the branch number is the higher security of block cipher will be. As an MDS matrix corresponds to a permutation with maximum branch number, it provides the best level of diffusion. Therefore, MDS matrices have been used for diffusion in many block ciphers such as: AES [4,5], SHARK [6], Square, Twofish [7], Anubis, Khazad, Manta, Hierocrypt and Camellia. These are also used in stream ciphers like MUGI and cryptographic hash functions like WHIRLPOOL.

Thank to the usefulness of MDS matrices, besides building MDS matrices from MDS codes (e.g. Reed-Solomon codes), there are lots of methods for constructing them such as: Cauchy matrices [8], Hadamard matrices [9], Vandermonde matrices [10], Companion matrices [11], recursive MDS matrices and so on.

However, the construction of the MDS diffusion layers (the diffusion layer represented by MDS matrices $[12,13])$ with low-cost implementation is a major challenge for the designers. There are three main research directions on MDS matrices to obtain low-cost implementation, namely: the construction of MDS matrices having a large number of $1 s$ and a small number of different constants [14,15], the construction of involutory MDS matrices $[9,10,16-18]$, the construction of recursive MDS matrices [11-13, 19, 20]. In addition, some circulant and circulant-like MDS matrices were proposed [14,15]. The MDS matrices satisfying simultaneously all afore mentioned properties are desirable for block cipher designers and have good cryptographic properties. However, they are very challenging to construct. To further enhance the security of the block ciphers, dynamic block ciphers (block ciphers which are made dynamically in one of their components) have been under study, for example [21-23]. In $[21,22]$, the authors constructed a key-dependent diffusion layer by creating MDS matrices depending on a secret key for each round. In [23], the authors constructed a dynamic block cipher in both substitution and permutation layers, by building a bank of S-boxes and MDS matrices depending on a secret key. Accordingly some MDS matrix transformations have been studied to generate dynamic MDS matrices from an existing one such as: direct exponent, scalar multiplication [24], and permutations of rows and columns [15, 22]. However, no studies have ever shown the conservation of good cryptographic attributes of an MDS matrix as mentioned above under these transformations. The concept of direct exponent of an MDS matrix was first presented by Ghulam Murtaza and Nassar Ikram [24]. In this paper, some novel results on the direct exponent transformation are presented including: direct $p$ exponent of an MDS matrix over $G F\left(p^{r}\right)$ which is an MDS matrix; the cycle of the direct $p$ exponent transformation; the conservation of many good cryptographic properties of MDS matrices under direct exponent transformation such as: MDS, involutory, symmetric, recursive ( exponent of a companion matrix), the number of $1 s$ and distinct elements in a matrix, circulant and circulant-like. In addition, these results are shown to have important applications in constructing dynamic diffusion layers for block cipher systems.

The paper is organized as follows. Section 2 presents some preliminaries and related works including the theorem in [24] about direct square of an MDS matrix and the opposite opinion of the authors in [25] about this theorem. In Section 3, some new theorems on the preservation of good cryptographic properties of MDS matrices are established. Section 4 provides important applications of the new results achieved in this paper in block ciphers. And conclusion of the paper is in Section 5.

## 2. PRELIMINARY AND RELATED WORKS

### 2.1. MDS matrices

Since MDS matrices provide perfect diffusion, they are extremely useful for block ciphers and hash functions. The idea comes from coding theory in particular from maximum distance separable code (MDS). In this context, two important theorems from coding theory are stated.

Theorem 1 ([26, page 33]). If $C$ is $a[n, k, d]$ code then $n-k \geq d-1$.
Codes with $n-k=d-1$ (or $d=n-k+1$ ), are called maximum distance separable code, or MDS code for short.

Theorem 2 ( $[26$, page 321]). $A[n, k, d]$ code $C$ with generator matrix $G=[I \vee A]$ where $A$ is a $k \times(n-k)$ matrix, is MDS if and only if every square submatrix (formed from any $i$ rows and any $i$ columns, for any $i=1,2, \ldots, \min \{k, n-k\}$ ) of $A$ is nonsingular.

The following fact is another way to characterize an MDS matrix.
Fact: A square matrix $A$ is an MDS matrix if and only if every square submatrices of $A$ are nonsingular.

### 2.2. Direct exponent of an MDS matrix

The definition of direct exponent of an MDS matrix was introduced by Ghulam Murtaza and Nassar Ikram in [22]. The authors gave the direct exponent definition, as follows:

Definition 1 ( [24]). Let $F$ be a Galois field. Let matrix $A=\left[a_{i, j}\right]_{m \times m}, a_{i, j} \in F$, then $A_{d^{e}}=\left[a_{i, j}^{e}\right]_{m \times m},(e=1,2,3 \ldots)$ is called direct e exponent matrix of $A$. And $A_{d^{2}}$ is called direct square matrix of $A$.

The result of [24] is as follows:
Theorem 3 ([24]). If $A=\left[a_{i, j}\right]_{m \times m}, a_{i, j} \in F$ is an MDS matrix, then direct square matrix $A_{d^{2}}$ of $A$ is an MDS matrix.

In [25], the authors proved that the above theorem was not correct. In the next section, this issue will be further developed.

## 3. THE PRESERVATION OF GOOD CRYPTOGRAPHIC PROPERTIES OF MDS MATRICES THROUGH THE DIRECT EXPONENT TRANSFORMATION

In this Section, the statement and proof of the Theorem 3 [22] above is adjusted. In addition, the theorem on the preservation of good cryptographic properties of MDS matrices under the direct exponent transformation is stated and proven.

Consider the following theorem:
Theorem 4. Let $A=\left[a_{i, j}\right]_{m \times m}, a_{i, j} \in G F\left(p^{r}\right)$ be an MDS matrix, for some prime number $p$, then direct $p$ exponent matrix $A_{d^{p}}=\left[a_{i, j}^{p}\right]_{m \times m}$ of $A$ is an MDS matrix.

Proof. According to the supposition, matrix
$A=\left[a_{i, j}\right]_{m \times m}, a_{i, j} \in G F\left(p^{r}\right)$ is MDS, thus all the submatrices of $A$ are nonsingular.
We know that, if $a_{i},(i=1,2, \ldots n) \in G F\left(p^{r}\right)$ then:

$$
\begin{equation*}
\left(a_{1}+a_{2}+\cdots+a_{n}\right)^{p}=\left(a_{1}^{p}+a_{2}^{p}+\ldots+a_{n}^{p}\right) \tag{1}
\end{equation*}
$$

Consider matrix $A_{d^{p}}=\left[a_{i, j}^{p}\right]_{m \times m}$ over $G F\left(p^{r}\right)$. As $A$ is an MDS matrix, so $a_{i, j} \neq 0$, result in $a_{i, j}^{p} \neq 0$. Therefore, all submatrices of size 1 of $A_{d^{p}}$ are nonsingular.

Next, it is to prove that all $2 \times 2$ submatrices of $A_{d^{p}}$ are nonsingular. Indeed, consider an arbitrary $2 \times 2$ submatrix of $A_{d^{p}}$, such as the following matrix:

$$
M P_{2}=\left[\begin{array}{l}
a^{p} b^{p} \\
c^{p} d^{p}
\end{array}\right]
$$

then apply (1), the determinant of this matrix is:

$$
a^{p} d^{p}-b^{p} c^{p}=(a d-b c)^{p}
$$

Let $U_{2}=(a d-b c)$, then $U_{2}$ is exact determinant of corresponding $2 \times 2$ submatrix of $A$ as the following:

$$
\left[\begin{array}{l}
a b \\
c d
\end{array}\right]
$$

Since $A$ is an MDS matrix, so $U_{2} \neq 0$. As a result, the determinant of matrix $M P_{2}$ is $U_{2}^{p} \neq 0$. Thus matrix $M P_{2}$ is nonsingular. Consequently, all $2 \times 2$ submatrices of $A_{d^{p}}$ are nonsingular.

Suppose inductively that all submatrices of size $(k-1)$ of $A_{d^{p}}$ have determinants equal to $p$ exponent of determinants of corresponding submatrices of size $(k-1)$ of $A$, and we will prove that this is true for $k(k \leq m)$.

Consider an arbitrary $k \times k$ submatrix of $A_{d^{p}}$, such as:

$$
M P_{k}=\left[\begin{array}{c}
b_{0,0}^{p} b_{0,1}^{p} \ldots b_{0, k-1}^{p} \\
b_{1,0}^{p} b_{1,1}^{p} \ldots b_{1, k-1}^{p} \\
\vdots \ddots \\
b_{k-1,0}^{p} b_{k-1,1}^{p} \ldots b_{k-1, k-1}^{p}
\end{array}\right]
$$

Apply (1) then the determinant of $M P_{k}$ is calculated as follows (developing follow the first row of $M P_{k}$ ):

$$
\begin{gathered}
\left.b_{0,0}^{p}\left|\begin{array}{c}
b_{1,2}^{p} b_{1,2}^{p} \cdots b_{1, k-1}^{p} \\
\because \ddots \\
b_{k-1,1}^{p}, b_{k-1,2}^{p} \cdots b_{k-1, k-1}^{p}
\end{array}\right|-b_{0,1}^{p}\left|\begin{array}{c}
b_{1,0}^{p} b_{1,2}^{p} \cdots b_{1, k-1}^{p} \\
\because \ddots \\
b_{k-1,1}^{p}, b_{k-1,2}^{p} \cdots b_{k-1, k-1}^{p}
\end{array}\right|+\ldots+(-1)^{k-1} b_{0, k-1}^{p}\left|\begin{array}{c}
b_{1,0}^{p} b_{1,1}^{p} \cdots b_{1, k-2}^{p} \\
\because \ddots
\end{array}\right| \begin{array}{c}
b_{k-1,0}^{p} b_{k-1,1}^{p} \cdots b_{k-1, k-2}^{p}
\end{array} \right\rvert\, \\
b_{0,0}^{p} U_{k-1,1}^{p}-b_{0,1}^{p} U_{k-1,2}^{p}+\ldots+(-1)^{k-1} b_{0, k-1}^{p} U_{k-1, k}^{p} \\
{\left[b_{0,0} U_{k-1,1}-b_{0,1} U_{k-1,2}+\ldots+(-1)^{k-1} b_{0, k-1} U_{k-1, k}\right]^{p}}
\end{gathered}
$$

where $U_{k-1,1}, U_{k-1,2}, \ldots, U_{k-1, k}$ are in turn determinants of $k$ submatrices of size $(k 1)$ of $A$ corresponding with $k$ submatrices of size ( $k 1$ ) of $M P_{k}$ in the above formula.

Let $U_{k}=b_{0,0} U_{k-1,1}-b_{0,1} U_{k-1,2}+\ldots+(-1)^{k-1} b_{0, k-1} U_{k-1, k}$
It is clear that $U_{k}$ is exact determinant of the corresponding $k \times k$ submatrix of $A$ as follow (corresponds with matrix $M P_{k}$ ):

$$
\left[\begin{array}{c}
b_{0,0} b_{0,1} \ldots b_{0, k-1} \\
b_{1,0} b_{1,1} \ldots b_{1, k-1} \\
\vdots \\
b_{k-1,0} b_{k-1,1} \ldots b_{k-1, k-1}
\end{array}\right]
$$

Since matrix $A$ is MDS, so $U_{k} \neq 0$, as a result $U_{k}^{p} \neq 0$. Therefore, the determinant of matrix $M P_{k}$ is $U_{k}^{p} \neq 0$. Thus matrix $M P_{k}$ is nonsingular. Consequently, all submatrices of size $k$ of $A_{d^{p}}$ are nonsingular.

With above inductive proof, it concludes that $A_{d^{p}}$ is an MDS matrix.

## Comment 1.

1. After the Theorem 4 it can be seen that for a given $m \times m$ MDS matrix, it is possible to generate other ones of the same size by doing the direct $p$ exponent transformations. Moreover, all the square submatrices of an MDS matrix are MDS, so one can also generate many different MDS matrices of smaller size from an original MDS matrix by this method. 2. For $G F\left(p^{r}\right)$, direct $e$ exponent of matrix $A$ is $A_{d^{e}}$ may not be an MDS matrix if $e \neq p$. The authors in [23] provided an example of a $3 \times 3$ matrix over $G F(7),(p=7, r=1)$ ]:

$$
A=\left[\begin{array}{l}
625 \\
433 \\
551
\end{array}\right]
$$

$A$ is an MDS matrix. But the direct square matrix $A_{d^{2}}(e=2)$ of $A$ is not MDS:

$$
A_{d^{2}}=\left[\begin{array}{l}
6^{2} 2^{2} 5^{2} \\
4^{2} 3^{2} 3^{2} \\
5^{2} 5^{2} 1^{2}
\end{array}\right](\bmod 7)=\left[\begin{array}{l}
144 \\
222 \\
441
\end{array}\right]
$$

Because the submatrix $\left[\begin{array}{l}44 \\ 22\end{array}\right]$ of $A_{d^{2}}$ is singular.
Consider direct $p$ exponent matrix of $A, A_{d^{p}}=A_{d^{7}}$ :

$$
A_{d^{7}}=\left[\begin{array}{c}
6^{7} 2^{7} 5^{7} \\
4^{7} 3^{7} 3^{7} \\
5^{7} 5^{7} 1^{7}
\end{array}\right](\bmod 7)=\left[\begin{array}{l}
625 \\
433 \\
551
\end{array}\right]
$$

In this case, matrix $A_{d^{7}}$ is the original matrix $A$, thus it is obvious that $A_{d^{7}}$ is an MDS matrix.

Corollary 1. Let $A=\left[a_{i, j}\right]_{m \times m}, a_{i, j} \in G F\left(p^{r}\right)$ be an $M D S$ matrix, for a prime number $p$, then $A_{d^{p^{k}}}=\left[a_{i, j}^{p^{k}}\right]_{m \times m},(k=1,2, \ldots)$ of $A$ is an MDS matrix.

Next, it is to show the $\tau$ number (cycle) that when doing direct $p$ exponent of an MDS matrix for $\tau$ times will result in the original MDS matrix.

Consider matrix $A=\left[a_{i, j}\right]_{m \times m}, a_{i, j} \in G F\left(p^{r}\right)$, with $p$ is a prime number.
Suppose that there are $c$ distinct elements in matrix $A$, denoted by $a_{1}, a_{2}, \ldots, a_{c}$. They are all other than 1 and orders of them over $G F\left(p^{r}\right)$ are in turn $n_{1}, n_{2}, \ldots, n_{c}$. Denote $+? N^{\square}$ is the set of positive integers and $l c m\left(n_{1}, n_{2}, \ldots, n_{c}\right)$ is the least common multiple of $n_{1}, n_{2}, \ldots, n_{c}$.

We have the following theorem:
Theorem 5. Let $A=\left[a_{i, j}\right]_{m \times m}, a_{i, j} \in G F\left(p^{r}\right)$ be an MDS matrix, for some prime number p, then we have $A_{d^{p}}=A$ for $\tau=\min \{B\}$ and:

$$
\begin{gathered}
+: \operatorname{lcm}\left(n_{1}, \ldots, n_{c}\right) \vee\left(p^{k}-1\right) \\
k \in N^{\square} \\
B=?
\end{gathered}
$$

Moreover, $\tau$ is the smallest value such that $A_{d^{p^{\tau}}}=A$.

Proof. As $A$ is an MDS matrix then all of elements of $A$ are nonzero and have finite orders. So lcm $\left(n_{1}, \ldots, n_{c}\right)$ exists and it is a positive integer.

Obviously $r \in B$, because $p^{r}-1$ is divisible by the orders of any elements other than 0 , $a \in G F\left(p^{r}\right)$. Therefore, $p^{r}-1$ is divisible by $l c m\left(n_{1}, \ldots, n_{c}\right)$. As the result, there exists the number $\tau=\min \{B\} \leq r$.

From the definition of $\tau$, there exists the positive integer $d$ such that $p^{\tau}-1=d . l c m\left(n_{1}, \ldots\right.$, $n_{c}$ ) and then for all $a \in A$, so $a^{p^{\tau}-1}=a^{\text {d.lcm }\left(n_{1}, \ldots, n_{c}\right)}=1$, or $a^{p^{\tau}}=a$. Consequently, $A_{d^{p^{\tau}}}=A$.

Suppose that there exists a positive integer $t$ satisfying $A_{d^{p}}=A$. Then for an element $a \in A$, it yields $a^{p^{t}}=a$. It follows that ord $(a) \vee\left(p^{t}-1\right)$, so it is induced that $\operatorname{lcm}\left(n_{1}, \ldots, n_{c}\right) \vee\left(p^{t}-1\right)$. Therefore $t \in B$, then $\tau \leq t$.

The number $\tau$ is called cycle of the direct $p$ exponent transformation of matrix $A$.
Comment 2. With cycle $\tau$, perform direct $p$ exponent of the MDS matrix for $\tau$ times then the resulting matrix is equal to the original MDS matrix. By this method, it can obtain $\tau-1$ different MDS matrices from an existing MDS matrix if $\tau>1$.

Example 1. Let $A=\left[a_{i, j}\right]_{m \times m}$ be an MDS matrix over $G F\left(p^{r}\right)$ where $p=3, r=8$. Note that the number $3^{8}-1=6560$ is divisible by the orders of elements in $G F\left(3^{8}\right)$. Suppose that matrix $A$ includes four distinct elements (other than 0 and 1), they are: $a_{1}, a_{2}, a_{3}, a_{4}$. Let the orders of these elements over $G F\left(3^{8}\right)$ be in turn: $n_{1}=2, n_{2}=5, n_{3}=8, n_{4}=10$. (Obviously, the number 6560 is divisible by these orders).

$$
\rightarrow \operatorname{lcm}\left(n_{1}, n_{2}, n_{3}, n_{4}\right)=40
$$

We try in turn numbers $k=1,2, . ., 7$ until the first one is found satisfying the condition:

$$
p^{k}-1=\operatorname{d.lcm}\left(n_{1}, n_{2}, n_{3}, n_{4}\right)
$$

In this case, it is found that the first number satisfying this condition is $k=4$, i.e. $3^{4} 1=80=$ 2.40 .

Then, the cycle is $\tau=4$.
Therefore, doing direct $p$ exponent matrix $A$ for four times yields the original matrix $A$.
Theorem 6. Let $A=\left[a_{i, j}\right]_{m \times m}, a_{i, j} \in G F\left(p^{r}\right)$ be an MDS matrix, for some prime number p. Let $\tau$ is the cycle of the direct $p$ exponent transformation of matrix $A$. Then direct $p^{k}(1 \leq k \leq \tau)$ exponent of matrix A preserves following properties:

## 1. $M D S$

2. Involutory (i.e. if $\left(A=A^{-1}\right)$ then $A_{d^{p^{k}}}=\left(A_{d^{p^{k}}}\right)^{-1}$ )
3. Symmetric (i.e. if $\left(A=A^{T}\right)$ then $A_{d^{p}}=\left(A_{d^{p^{k}}}\right)^{T}$ )
4. Recursive (exponent of a companion matrix)
5. The number of $1 s$ and distinct elements in matrix $A$.
6. Circulant and circulant-like.
-Item 1: comes directly from the Theorem 1 and Corollary 1.
-Item 2: Follow the assumption $A=A^{-1}$, so $A^{2}=I$, then all of elements on the main diagonal of $A$ are 1 and other elements are zero. Therefore, it results in:

$$
\begin{cases}\sum_{j=1}^{m} a_{i, j} a_{j, i}=1 & \text { for } i=1,2, \ldots, m  \tag{2}\\ \sum_{j=1}^{m} a_{i, j} a_{j, t}=0 & \text { for } i, t=1,2, \ldots, m \wedge i \neq t\end{cases}
$$

Suppose that $B=A_{d^{p^{k}}}=\left[a_{i, j}^{p^{k}}\right]_{m \times m}$ is direct $p^{k}(1 \leq k \leq \tau)$ exponent of matrix $A$. Then elements on the main diagonal of $B^{2}$ are: $\sum_{j=1}^{m} a_{i, j}^{p^{k}} a_{j, i}^{p^{k}}$ for $i=1,2, \ldots, m$. Apply (1), it yields: $\sum_{j=1}^{m} a_{i, j}^{p^{k}} a_{j, i}^{p^{k}}=\sum_{j=1}^{m}\left(a_{i, j} a_{j, i}\right)^{p^{k}}=\left(\sum_{j=1}^{m} a_{i, j} a_{j, i}\right)^{p^{k}},(i=1,2, \ldots, m)$.
From (2) it is to infer: $\sum_{j=1}^{m} a_{i, j}^{p^{k}} p_{j, i}^{p^{k}}=1$, for $i=1,2, \ldots, m$.
Similarly, the elements that do not belong to the main diagonal of $B^{2}$ are: $\sum_{j=1}^{m} a_{i, j}^{p^{k}} a_{j, t}^{p^{k}} f o r i, t=$ $1,2, \ldots, m \wedge i \neq t$.
Apply (1), it results in:

$$
\sum_{j=1}^{m} a_{i, j}^{p^{k}} a_{j, t}^{p^{k}}=\sum_{j=1}^{m}\left(a_{i, j} a_{j, t}\right)^{p^{k}}=\left(\sum_{j=1}^{m} a_{i j} a_{j t}\right)^{p^{k}},(i, t=1,2, \ldots, m ; i \neq t)
$$

From (2) it is to infer: $\sum_{j=1}^{m} a_{i, j}^{p^{k}} a_{j, t}^{p^{k}}=0$ fori $, t=1,2, \ldots, m \wedge i \neq t$.
Therefore, obviously $B^{2}=I$ or $B=B^{-1}$.
-Item 3: Follow the assumption $A=A^{T}$, so $a_{i, j}=a_{j, i}$ for $i=1,2, \ldots, m-1 ; j=i+1, \ldots, m$. Suppose $B=A_{d^{k}}=\left[b_{i j}\right]_{m \times m}=\left[a_{i, j}^{p^{k}}\right]_{m \times m}$ is direct $p^{k}(1 \leq k \leq \tau)$ exponent of matrix $A$. Since $a_{i, j}=a_{j, i} \rightarrow a_{i, j}^{p^{k}}=a_{j, i}^{p^{k}}$ then for matrix $B$ it yields: $b_{i, j}=b_{j, i}$ for $i=1,2, \ldots, m-1 ; j=$ $i+1, \ldots, m$. Hence, $B=B^{T}$.

Item 4: Follow the assumption $A$ is a recursive matrix that is exponent of a companion matrix. Suppose $S$ is this companion matrix, i.e. $A=S^{m}$, where $S$ has following form:

$$
S=\left[\begin{array}{c}
010 \cdots 0 \\
001 \cdots 0 \\
\because: \cdot \cdot \vdots \\
000 \cdots 1 \\
s_{1} s_{2} s_{3} \cdots s_{m}
\end{array}\right]
$$

and elements $s_{i}(1 \leq i \leq m) \in G F\left(p^{r}\right)$.

As $A=S^{m}$ then every element of $A$ is a function of variables $s_{i}(1 \leq i \leq m)$. Hence, an arbitrary element of row $i$ and column $j$ of matrix $A$ has following form:

$$
\begin{align*}
a_{i, j} & =f_{i, j}\left(s_{1}, s_{2}, \ldots, s_{m}\right) \\
& =b_{0}+\sum_{1 \leq u \leq m} b_{u} s_{u}+\sum_{1 \leq u<v \leq m} b_{u, v} s_{u} s_{v}+\ldots+b_{1,2, \ldots, m} s_{1} s_{2} \ldots s_{m} \tag{3}
\end{align*}
$$

where $b_{u}(1 \leq u \leq m) ; b_{u, v}(1 \leq u<v \leq m) ; \ldots ; b_{1,2, \ldots, m}$ are coefficients of function $f_{i j}$ corresponding to $a_{i, j}$. For example, when $u$ is fixed, $b_{u}$ is number of elements $s_{u}$ in the presentation of $a_{i, j}$. Because $G F\left(p^{r}\right)$ has characteristic $p$ then the coefficients are computed as modulo $p$. Therefore, the coefficients $b_{u}(1 \leq u \leq m) ; b_{u, v}(1 \leq u<v \leq m) ; \ldots ; b_{1,2, \ldots, m}$ are all in $G F(p)$.
Suppose $B=A_{d^{p^{k}}}=\left[b_{i j}\right]_{m \times m}=\left[a_{i, j}^{p^{k}}\right]_{m \times m}$ is direct $p^{k}(1 \leq k \leq \tau)$ exponent of matrix $A$. Then an arbitrary element $b_{i, j}$ of $B$ has following form:

$$
b_{i, j}=a_{i, j}^{p^{k}}=\left(b_{u} s_{u}+\sum_{1 \leq u<v \leq m} b_{u, v} s_{u} s_{v}+\ldots+b_{1,2, \ldots, m} s_{1} s_{2} \ldots s_{m}\right)^{p^{k}}
$$

Apply (1), it yields:

$$
\begin{equation*}
b_{i, j}=b_{0}^{p^{k}}+\sum_{1 \leq u \leq m}=b_{u}^{p^{k}} s_{u}^{p^{k}}+\sum_{1 \leq u<v \leq m} b_{u, v}^{p^{k}} s_{u}^{p^{k}} s_{v}^{p^{k}}+\ldots+b_{1,2, \ldots, m}^{p^{k}} s_{1}^{p^{k}} s_{2}^{p^{k}} \ldots s_{m}^{p^{k}} \tag{4}
\end{equation*}
$$

Now the argument is similar to the coefficients: $b_{u}(1 \leq u \leq m) ; b_{u, v}(1 \leq u<v \leq m) ; \ldots$; $b_{1,2, \ldots, m}$, so the coefficients in the presentation of $b_{i, j}$ are also in $G F(p)$. Base on the Fermats little theorem, it yields:

$$
b_{u}^{p}=b_{u} \bmod p(1 \leq u \leq m)
$$

or

$$
b_{u}^{p}=b_{u} \bmod p=b_{u}, \quad(1 \leq u \leq m)
$$

Hence,

$$
b_{u}^{p^{k}}=b_{u},(1 \leq u \leq m)
$$

Similarly, there also have: $b_{u, v}^{p^{k}}=b_{u, v} \bmod p=b_{u, v} ; \ldots ; b_{1,2, \ldots, m}^{p^{k}}=b_{1,2, \ldots, m} \bmod p=b_{1,2, \ldots, m}$. Putting these results in (4) results in:

$$
\begin{gather*}
b_{u} s_{u}^{p^{k}}+\sum_{1 \leq u<v \leq m} b_{u, v} s_{u}^{p^{k}} s_{v}^{p^{k}}+\ldots+b_{1,2, \ldots, m} s_{1}^{p^{k}} s_{2}^{p^{k}} \ldots s_{m}^{p^{k}}(5)  \tag{5}\\
b_{i, j}=b_{0}+\sum_{1 \leq u \leq m} \square
\end{gather*}
$$

Consider direct $p^{k}(1 \leq k \leq \tau)$ exponent of matrix $S$ :

$$
\dot{S}=\left[\begin{array}{c}
010 \cdots 0 \\
001 \cdots 0 \\
\because \because \ddots \ddots \\
000 \cdots 1 \\
000 \cdot 1 \\
s_{1}^{p^{k}} s_{2}^{p^{k}} s_{3}^{p^{k}} \cdots s_{m}^{p^{k}}
\end{array}\right]
$$

Then, it is similar to $S^{m}\left(s_{i}^{p^{k}}\right.$ instead of $\left.s_{i}\right)$, an element of row $i$ and column $j$ of $\dot{S}^{m}$ has form:

$$
\begin{align*}
\dot{a}_{i, j} & =f_{i, j}\left(s_{1}^{p^{k}}, s_{2}^{p^{k}}, \ldots, s_{2}^{p^{k}}\right) \\
& b_{u} s_{u}^{p^{k}}+\sum_{1 \leq u<v \leq m} b_{u, v} s_{u}^{p^{k}} s_{v}^{p^{k}}+\ldots+b_{1,2, \ldots, m} s_{1}^{p^{k}} s_{2}^{p^{k}} \ldots s_{m}^{p^{k}}(6)  \tag{6}\\
& =b_{0}+\sum_{1 \leq u \leq m} \square
\end{align*}
$$

where, $f_{i j}$ and its coefficients are exact the elements in (3).
Compare (5) and (6), one can obtain:

$$
b_{i, j}=\dot{a}_{i, j}(0 \leq i, j \leq m-1)
$$

It means that $B=\dot{S}^{m}$.
Consequently, if $A=S^{m}, B=A_{d^{p}}$ and $\dot{S}=S_{d^{p}}$ then $B=\dot{S}^{m}$.
Item 5: Suppose that matrix $A$ has $c$ distinct elements which are all other than 1 and denoted by $a_{1}, a_{2}, \ldots, a_{c}$. Obviously, these elements are nonzero because $A$ is an MDS matrix. When one performing the direct $p^{k}(1 \leq k \leq \tau)$ exponent transfromation of an MDS matrix how is many times longer then element 1 unchanged.
On the other hand, we prove that the direct $p^{k}(1 \leq k \leq \tau)$ exponent of matrix $A, A_{d^{p}}=$ $\left[a_{i, j}^{p^{k}}\right]_{m \times m}$ always has $a_{i}^{p^{k}} \neq 1,(1 \leq i \leq c)$.

Indeed, consider the case when $r=1$. Let $a \in G F(p)$ be an arbitrary element other than 0 and 1. If $a^{p}=1$ then $p \vee(p-1)$. This is ridiculous.

Consider the case when $r>1$. Let $a \in G F\left(p^{r}\right)$ be an element other than 0 and 1. If $a^{p}=1$ then it yields $p \vee\left(p^{r}-1\right)$. So there exists a positive integer $d$ satisfying: $p^{r}-1=d p$ for $p^{r}-1>d \geq 1$. This equation is equivalent to:

$$
p^{r}-d p=1 \leftrightarrow p\left(p^{r-1}-d\right)=1
$$

Clearly, the left side of the above equation is obtained as an integer divisible by $p$ but the right side is not divisible by $p$. It leads to contradictions.
Hence, for an arbitrary element other than 0 and $1, a \in G F\left(p^{r}\right),(r \geq 1)$, we always have $a^{p} \neq 1$. This entails $a^{p^{k}} \neq 1,(1 \leq k \leq \tau)$.
Consequently, for $\forall a_{i} \in A,(1 \leq i \leq c)$ then $a_{i}^{p^{k}} \neq 1,(1 \leq k \leq \tau)$.
Thus the direct $p^{k}(1 \leq k \leq \tau)$ exponent transfromation of an MDS matrix preserves the number of $1 s$ of the original MDS matrix.
Now it is to prove that for $a_{i} \neq a_{j},(1 \leq i, j \leq c)$ then $a_{i}^{p^{k}} \neq a_{j}^{p^{k}}(1 \leq k \leq \tau)$.
Indeed, suppose the opposite: $\exists k,(1 \leq k \leq \tau): \quad a_{i}^{p^{k}}=a_{j}^{p^{k}} \leftrightarrow a_{i}^{p^{k}}-a_{j}^{p^{k}}=0$. Apply (1), it is deduced that: $\left(a_{i}-a_{j}\right)^{p^{k}}=0 \leftrightarrow a_{i}=a_{j}$. This contradicts with the assumption $a_{i} \neq a_{j}$, so $a_{i}^{p^{k}} \neq a_{j}^{p^{k}},(1 \leq k \leq \tau)$ for $1 \leq i, j \leq c$.
Thus the direct $p^{k}(1 \leq k \leq \tau)$ exponent transfromation of an MDS matrix also preserves the number of distinct elements of the original MDS matrix.
-Item 6:

+ Suppose $A$ is a circulant matrix, i.e. $A$ has the form:

$$
A=\circ\left(a_{0}, \ldots, a_{m-1}\right)=\left[\begin{array}{cccc}
a_{0} & a_{1} \ldots & a_{m-1} \\
a_{m-1} & a_{0} & \ldots & a_{m-2} \\
\vdots & \vdots & \vdots & \vdots \\
a_{1} & a_{2} & \ldots & a_{0}
\end{array}\right]
$$

Performing direct $p^{k}(1 \leq k \leq \tau)$ exponent of matrix $A$, it yields:

$$
A_{d^{p^{k}}}=\left[\begin{array}{cccc}
a_{0}^{p^{k}} & a_{1}^{p^{k}} & \ldots a_{m-1}^{p^{k}} \\
a_{m-1}^{p^{k}} & a_{0}^{p^{k}} & \cdots a_{m-2}^{p^{k}} \\
\vdots & \vdots & \vdots & \vdots \\
a_{1}^{p^{k}} & a_{2}^{p^{k}} \cdots & \cdots & a_{0}^{p^{k}}
\end{array}\right]
$$

Obviously the matrix obtained is also a circulant matrix:

$$
A_{d^{p^{k}}}=\circ\left(a_{0}^{p^{k}}, \ldots, a_{m-1}^{p^{k}}\right)
$$

+ If $A$ is a Type-I circulant-like matrix ([ [15]]) then $A$ has the following form:

$$
A=\left[\begin{array}{cc}
a & 1 \\
1^{T} & B
\end{array}\right]
$$

where $B=\circ\left(1, a_{1}, \ldots, a_{m-2}\right), 1=\underbrace{(1, \ldots, 1)}_{m-1 l[1 \mathrm{EA} 7 ?] n}, 1$ is the unit element and $a_{i}^{\prime} s$ and $a$ are any nonzero elements of the $G F\left(p^{r}\right)$ other than 1.
When performing direct $p^{k}(1 \leq k \leq \tau)$ exponent of matrix $A$, one can obtain:

$$
A_{d^{p^{k}}}=\left[\begin{array}{cc}
a^{p^{k}} & 1 \\
1^{T} & B^{p^{k}}
\end{array}\right]
$$

Since $B$ is a circulant matrix, according to the above proof it is deduced that $B^{p^{k}}$ is also a circulant matrix. As element $a$ is other than 0 and 1 in $G F\left(p^{r}\right)$, according to the proof of Item 5 it follows that $a^{p^{k}}$ is also other than 0 and 1 in $G F\left(p^{r}\right)$. Thus, $A_{d^{p^{k}}}$ is also a Type-I circulant-like matrix.

## Notice.

1. The inverse matrix of $A$ has the similar form:

$$
A^{-1}=\left[\begin{array}{cc}
\dot{a} & \dot{b} \\
\dot{b}^{T} & \dot{B}
\end{array}\right]
$$

where $\dot{B}=\circ\left(b_{0}, b_{1}, \ldots, b_{m-2}\right), \dot{b}=\underbrace{(b, \ldots, b)}_{m-1 \text { times }}$ and $\dot{a}, \dot{b}$ and $b_{i}^{\prime} s$ are any elements of $G F\left(p^{r}\right)$.
2. The inverse matrix of $A_{d^{p}}$ also has the same form as matrix $A^{-1}$.

## 4. APPLICATIONS OF THE RESULTS FROM THE DIRECT EXPONENT TRANSFORMATION IN BLOCK CIPHERS

As introduced in the Section 1, MDS matrices have been studied because of their preeminent properties.

There have been several studies on the construction of dynamic diffusion layers for block ciphers recently, for example [21-23]. In [21,22], the authors constructed a key-dependent diffusion layer by creating MDS matrices depending on a secret key for each round. In [23], the authors constructed a dynamic block cipher in both substitution and permutation layers, by building a bank of S-boxes and MDS matrices depending on a secret key.

When generating dynamic MDS matrices for block ciphers, it is very important to verify whether the resulting matrix still owns good cryptographic properties for implementation or not? According to Theorem 4, 5, 6 (Section 3), the MDS matrix transformation based on direct $p^{k}(1 \leq k \leq \tau)$ exponent indeed preserves good cryptographic properties. Therefore, from an MDS matrix with good cryptographic properties, many different MDS matrices with the good cryptographic properties can be created. Those suggest us an efficient method for constructing a dynamic diffusion layer for block ciphers based on the direct exponent transformation.

Indeed, the direct exponent transformation is very useful for constructing a dynamic diffusion layer. Firstly, the storage space can be saved because it may be only an original MDS matrix need to be stored, then for each round the direct exponent transformation can be used to generate a corresponding MDS matrix from the original MDS matrix. Secondly, we just only perform exponent of each element of the original matrix to create a new matrix, so it is simple. Third, from an original MDS matrix with good cryptographic properties one can create MDS matrices having similar properties to use for the encryption rounds. For example, for a given involutory MDS matrix many different involutory MDS matrices by the direct $p^{k}(1 \leq k \leq \tau)$ exponent transformation can be obtained. These matrices can be used in dynamic diffusion layers for rounds of a block cipher.

Thus, the direct exponent transformation takes an important part in constructing dynamic diffusion layers for block ciphers. Consequently, it can serve as a theoretical basis for creating efficient dynamic algorithms for diffusion layers in block ciphers. These algorithms are not only effective but also contribute to increase the security of the ciphers.

## 5. CONCLUSION

In this paper, some new results on the conservation of many good cryptographic properties of MDS matrices under the direct exponent transformation are presented. In addition, these results have been shown to have important applications in constructing dynamic diffusion layers for block ciphers. The strength of the ciphers against developing cryptanalytic techniques can be enhanced by the dynamic MDS diffusion layers.
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