NONLINEAR CONTROL OF TEMPERATURE PROFILE OF UNSTABLE HEAT CONDUCTION SYSTEMS: A PORT HAMILTONIAN APPROACH
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Abstract. This paper focuses on boundary control of distributed parameter systems (also called infinite dimensional systems). More precisely, a passivity based approach for the stabilization of temperature profile inside a well-insulated bar with heat conduction in a one-dimensional system described by parabolic partial differential equations (PDEs) is developed. This approach is motivated by an appropriate model reduction schema using the finite difference approximation method. On this basis, it allows to discretize and then, write the original parabolic PDEs into a Port Hamiltonian (PH) representation. From this, the boundary control input is therefore synthesized using passive tools to stabilize the temperature at a desired reference profile asymptotically. In particular, a simple proportional passive controller with a relaxing condition for the control gain matrix is adopted. The infinite dimensional nature of the original distributed parameter system in the PH framework is also discussed. Numerical simulations illustrate the application of the developments.
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1. INTRODUCTION

In this paper, the authors deal with open systems in which (unstable) heat conduction processes take place. In general, such processes belong to irreversible thermodynamic systems and are distributed in space and time. As a matter of fact, their dynamics are described by parabolic partial differential equations (PDEs) [1–3].

The distributed parameter process systems are usually highly nonlinear due to constitutive equations (for example chemical reaction kinetics, transport equations such as Fick’s law or Fourier’s law, etc.). Recent developments and theoretical challenges for controlling such systems can be found in [4, 5], and references therein. The main issues to be considered further can be summarized as follows:

- How to stabilize an unstable solution (if there exists) of the PDEs?
- How to explore and show the stabilization properties as well as the performances (response, robustness...) of the controlled dynamics?

It can be shown that the control synthesis and design for the distributed parameter systems have been broadly studied in the literature [6–9]. On the one hand, a very natural approach for control synthesis and design is to spatially discretize by approximating equations or solutions of the original PDEs using finite difference method, finite volume or Galerkin’s methods [10–12].
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goal is to obtain a set of ordinary differential equations (ODEs) for which the nonlinear control strategies specially developed for the finite dimensional systems [13–15] can be applied. Let us cite for example, [16] for predictive control of transport reaction processes, [17–19], with robust control of parabolic PDE systems using classical Lyapunov based approach and [20] for passivity based control of a reduced port controlled Hamiltonian model for the shallow water equations. On the other hand, spectral methods (such as proper orthogonal decomposition [21] or Hammerstein modeling approach [22], symmetry groups and invariance conditions [23,24], geometric pseudo-spectral method [11] and energy based discretization [12] provide powerful tools to handle the dynamics described by PDEs directly. All these allow reducing the dimensionality of the system before synthesizing the feedback controllers. However, these approaches involve heavily mathematical calculations and do not exhibit any links to physico-chemical properties of the system under consideration. On the contrary, irreversible thermodynamics based stabilization has been recently developed for transport reaction systems [7–9, 25]. The results proposed in [7–9, 25] are quite interesting and open research perspectives from both theoretical and practical viewpoints.

This paper focuses on the stabilization of the temperature profile of unstable heat conduction processes in the Port Hamiltonian (PH) framework\(^1\). To achieve this goal, a model reduction schema using the finite difference method is applied to write the original parabolic PDEs into the PH representation. From this, a proportional feedback controller is synthesized using passive properties to stabilize the system dynamics asymptotically. Contrary to the previous works, the contributions of this work are to show that a relaxing condition for the gain matrix \(K\) of the proposed proportional controller (i.e., \(K = K^T \geq 0\) instead of \(K = K^T > 0\)) can also be used for the stabilization.

This paper is organized as follows. The PH framework based control is briefly reminded in Section 2. The (one-dimensional) unstable heat conduction process inside a homogeneous metal bar is presented in Section 3. A model reduction schema using the finite difference method for passivity based control is then proposed. The distributed parameter nature of the system in the infinite dimensional PH framework is also discussed in this section. Section 4 is dedicated to numerical simulations to illustrate the developments and show the effectiveness of the proposed approach. Section 5 ends the paper with concluding remarks and perspectives.

**Notations:** The following notations are considered throughout this paper:

- Let \(\mathbb{R}\) denote the set of all real numbers.
- \(m, n\) are positive integers.
- \(T\) can either be the temperature or be used for the matrix transpose.

## 2. HAMILTONIAN FORMALISM BASED CONTROL

Port controlled Hamiltonian systems with dissipation are given by [26,27]:

\[
\begin{align*}
\frac{dx}{dt} &= [J(x) - R(x)] \frac{\partial H(x)}{\partial x} + g(x)u \\
y &= g(x)^T \frac{\partial H(x)}{\partial x}
\end{align*}
\]

\(^1\) We refer the reader to [26–28] for more details on the mathematical descriptions and control of port-controlled Hamiltonian systems. Contrary to electromechanical systems where the link between the dissipation and energy is well established in the PH framework, the extension of PH framework to (bio) chemical processes usable both for the stability analysis and control design remains open [29].
where:

- \( x = x(t) \in \mathbb{R}^n \) is the state vector;
- \( u, y \in \mathbb{R}^m \) (\( m \leq n \)) are the control input and its conjugated power port variable respectively; this means that the unit of the scalar product \( u^T y \) is power;

The smooth function \( H(x) : \mathbb{R}^n \rightarrow \mathbb{R} \) represents the Hamiltonian storage function\(^2\);

The interconnection matrix \( J(x) = -J(x)^T \) and the damping matrix \( R(x) = R(x)^T \geq 0 \) are called structure matrices. \( J(x) \) corresponds to reversible energy transfer between the different physical domains of the system, e.g., material one or thermal one. \( R(x) \) represents the irreversible energy transfer between the different physical domains of the system;

\( g(x) \) is the \( n \times m \) input-state map.

The energy balance immediately follows from (1):

\[
\frac{dH(x)}{dt} = -\left[ \frac{\partial H(x)}{\partial x} \right]^T R(x) \left[ \frac{\partial H(x)}{\partial x} \right] + u^T y.
\]

(2)

The system (1) is passive in the sense that the dissipation given by,

\[
d = -\left[ \frac{\partial H(x)}{\partial x} \right]^T R(x) \left[ \frac{\partial H(x)}{\partial x} \right]
\]

is negative semi-definite and the Hamiltonian storage function \( H(x) \) is bounded from below [14,15]. The amount of \( d \) defined by (3) characterizes the irreversibility (for example energy lost due to friction/damping in mechanical systems or due to resistance in RLC electrical system [26,27] or due to entropy production in the CSTR networks [29]). From (2) and (3), if the system (1) is passive then the following passivity inequality holds:

\[
\frac{dH(x)}{dt} \leq u^T y.
\]

(4)

A methodology for controlling the Hamiltonian models described by (1) using Interconnection and Damping Assignment Passivity-Based Control (IDA-PBC) approach is given in [28].

3. THE 1-D UNSTABLE HEAT CONDUCTION SYSTEM

3.1. Mathematical model

Let us consider a one-dimensional unstable heat conduction system as sketched in Fig. 1.

\[
T(z, t)
\]

\[
z = 0 \quad \quad z = L
\]

\(^2\) The gradient of the Hamiltonian storage function with respect to \( x \) is denoted by \( \frac{\partial H(x)}{\partial x} \).
The heat conduction is assumed to be in the axial direction only. The volume expansivity is negligible. The evolution of the temperature within the bar is then established using balance energy and it is governed by the following parabolic partial differential equation (PDE) [1–3,30]:

\[ \rho c \frac{\partial T(z,t)}{\partial t} = \lambda \frac{\partial^2 T(z,t)}{\partial z^2} \]  

(5)

(5) can be rewritten in an equivalent form:

\[ \frac{\partial T(z,t)}{\partial t} = D \frac{\partial^2 T(z,t)}{\partial z^2} \]  

(6)

where \( D = \frac{\lambda}{\rho c} \).

In Eq. (5), let us note that spatial variable \( z \in [0 \ L] \) and time \( t \in [0 \ + \infty) \). The parameter \( \rho \left( g/cm^3 \right) \) is the mass density, \( c \left( J/(gK) \right) \) is the specific heat capacity and \( \lambda \left( W/(cmK) \right) \) is the heat conduction coefficient.

In addition, we assume that the evolution of the temperature governed by (6) is subject to the Dirichlet boundary condition and the initial condition as follows:

\[ \begin{align*}
T(z = 0, t) &= T_l \\
T(z = L, t) &= T_r
\end{align*} \]  

(7)

and,

\[ T(z, t = 0) = T_{init}(z). \]  

(8)

**MAIN OBJECTIVE:** The goal of this work is twofold. First, it shows that the system dynamics (6) in its deviation form can be written into the PH representation with a quadratic Hamiltonian storage function by considering an appropriate spatial discretization schema. Second, thanks to natural dissipation resulting from the proposed model reduction schema, a (simple) proportional feedback controller can be derived for the purpose of the stabilization of the temperature \( T(z,t) \) at the desired reference profile \( T^*(z) \) where the boundary variables \([T_l(t) \ T_r(t)]\) are used as the manipulated variables.

### 3.2. Model reduction schema

In this subsection, it is shown that the dynamics (6) written into its deviation form is a PH system using the finite difference approximation method. In what follows, the notation \( T^*(z) \) refers to the stationary state\(^3\) of the dynamics (6) subject to the conditions (7)(8). It is worth noting that such a stationary state \( T^*(z) \) fulfills the following equation:

\[ \frac{\partial T^*(z)}{\partial t} = D \frac{\partial^2 T^*(z)}{\partial z^2} \equiv 0. \]  

(9)

Let us denote the deviation variable by \( \bar{T}(z,t) = T(z,t) - T^*(z) \). From this, subtracting (9) from (6) yields:

\(^3\) All time derivatives vanish at this state or the time becomes very large, e.g., goes to infinity.
\[
\frac{\partial T(z, t)}{\partial t} = D \frac{\partial^2 T(z, t)}{\partial z^2}.
\]

(10)

As a consequence, (10) is also a parabolic PDE and subject to the boundary and initial conditions as follows:

\[
\begin{align*}
\bar{T}(z = 0, t) &= T_l(t) - T^*(0) \equiv \bar{T}_l(t) \\
\bar{T}(z = L, t) &= T_r(t) - T^*(L) \equiv \bar{T}_r(t)
\end{align*}
\]

(11)

and,

\[
\bar{T}(z, t = 0) = \bar{T}^{\text{init}}(z) - T^*(z).
\]

(12)

The approach used to approximate the solution to (10) involves the finite difference method [10]. First let us select an integer \( N > 0 \) and define the step size \( h = \frac{L}{N} \). The grid points for this situation are \( z_i \), where \( z_i = i \cdot h \), for \( i = 0\ldots N \). Let us denote the value of the deviation variable calculated at the grid point \( z_i, \ i = 0\ldots N \) by \( \bar{T}(z_i, t) = \bar{T}_i(t) \).

The following proposition shows that the system dynamics (10) can be written into the PH representation (1) using the model reduction based on the finite difference method [10].

**Proposition 1. Model reduction using the finite difference method**

The system dynamics given by (10) in its reduced form using the finite difference method is a PH system (1) with state variables \( x = \begin{pmatrix} T_1(t) \\ T_2(t) \\ \vdots \\ T_{(N-2)}(t) \\ T_{(N-1)}(t) \end{pmatrix} \in \mathbb{R}^{(N-1)} \), control input \( u = \begin{pmatrix} T_l(t) \\ 0 \\ \vdots \\ 0 \\ T_r(t) \end{pmatrix} \in \mathbb{R}^{(N-1)} \), output \( y = \begin{pmatrix} \frac{D}{h^2} T_1(t) \\ \vdots \\ \frac{D}{h^2} T_{(N-1)}(t) \end{pmatrix} \in \mathbb{R}^{(N-1)} \), control input \( g(x) = \frac{D}{h^2} \in \mathbb{R} \), structure matrices \( J(x) = 0 \in \mathbb{R}^{(N-1)\times(N-1)} \) and \( R(x) = \frac{D}{h^2} \begin{pmatrix} 2 & -1 & 0 & \cdots & 0 \\ -1 & 2 & -1 & \cdots & 0 \\ 0 & -1 & 2 & \cdots & 0 \\ \vdots & \vdots & \vdots & \cdots & -1 \\ 0 & 0 & 0 & -1 & 2 \end{pmatrix} \in \mathbb{R}^{(N-1)\times(N-1)} \). Furthermore, the Hamiltonian storage function is given by \( H(x) = \frac{1}{2} x^T x \geq 0 \).

**Proof.**

Using the finite difference method [10], the central difference approximation of the second order derivative is given as follows:

\[
\left. \frac{\partial^2 T(z, t)}{\partial z^2} \right|_{z=z_i} \approx \frac{T_{i+1}(t) - 2T_i(t) + T_{i-1}(t)}{h^2}, \ i = 1\ldots (N-1).
\]

(13)
Note also that $T_0(t) \equiv T_1(t)$ and $T_N(t) \equiv T_r(t)$. Next, we discretize (10) using (13) for the grid points $z_i$, $i = 1 \ldots (N - 1)$. From this, it leads to:

$$\frac{d}{dt}\begin{pmatrix} \overline{T}_1(t) \\ \overline{T}_2(t) \\ \vdots \\ \overline{T}_{(N-1)}(t) \end{pmatrix} = \frac{D}{h^2} \begin{pmatrix} -2 & 1 & 0 & \ldots & 0 \\ 1 & -2 & 1 & \ldots & 0 \\ 0 & 1 & -2 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & 1 \end{pmatrix} \begin{pmatrix} \overline{T}_1(t) \\ \overline{T}_2(t) \\ \overline{T}_3(t) \\ \vdots \\ \overline{T}_{(N-1)}(t) \end{pmatrix} + \frac{D}{h^2} g(x) u \quad \text{(14)}$$

with $u = \begin{pmatrix} u_1 \\ 0 \\ \vdots \\ 0 \\ u_{N-1} \end{pmatrix}$.

This latter ends the proof with regard to (1) where $y = g(x)^T \frac{\partial H(x)}{\partial x}$.

**Remark 1.** It can be shown that the dissipation term using (3) with $R(x)$ (defined in (14)) is negative. Indeed, we have:

$$d = -x^T R(x) x = -\frac{D}{h^2} \left( \sum_{i=1}^{N-2} (x_i - x_{i+1})^2 + x_1^2 + x_{(N-1)}^2 \right) < 0. \quad \text{(15)}$$

Equality in (15) holds only if $x_1 = x_2 = \ldots = x_{N-1} = 0$. Consequently, the passivity inequality (4) holds in strict sense (i.e., $\frac{dH(x)}{dt} < u^T y$).

### 3.3. Feedback controller synthesis

In what follows, a state feedback control law is proposed to stabilize the PH system of Proposition 1 where all the state variables are assumed to be available online. This result is stated in Proposition 2.

**Proposition 2. Feedback controller synthesis**

Under the available online measurement assumption\(^4\), a (simple) proportional static output feedback law given by,

$$u = -K y \quad \text{(16)}$$

\(^4\) From a mathematical point of view, this consists in considering the so-called observability matrix. A weaker requirement that can also be considered is the detectability condition. We shall not elaborate any further on these concepts here and refer the reader to [28,31] for more information.
where the gain matrix \( K \in \mathbb{R}^{(N-1) \times (N-1)} \) is symmetric and positive definite (i.e., \( K = K^T > 0 \)), asymptotically stabilizes the PH system of Proposition 1.

**Proof.**

The proof follows immediately using (2)(3) and (15) with the feedback law given by (16). Indeed, we have:

\[
\frac{dH(x)}{dt} < -y^T Ky < 0 \tag{17}
\]

for \( y \neq 0 \) since \( K = K^T > 0 \). The Hamiltonian storage function given by \( H(x) = \frac{1}{2}x^T x \) is bounded from below by 0 and its time derivative given by (17) is negative. Thanks to LaSalle’s invariance principle [13], the (largest) invariant set associated to \( \frac{dH(x)}{dt} = 0 \) reduces to the origin only so \( H(x) \) plays role of Lyapunov function for the asymptotic stabilization of the PH system dynamics of Proposition 1 at the origin. As a consequence, \( x = x(t) \longrightarrow t \rightarrow +\infty 0 \) and therefore, \( T_i(t) \longrightarrow t \rightarrow +\infty T_i^* \), \( i = 1 \ldots (N-1) \).

\[\blacksquare\]

**Remark 2.** The result given in Proposition 2 is still valid when \( N \rightarrow +\infty \) as soon as Eq. (15) holds.

**Remark 3.** The explicit expressions for the manipulated variables \( T_i(t) \) and \( T_r(t) \) to stabilize the temperature \( T(z,t) \) (6) at its stationary profile \( T^*(z) \) can be derived from (16):

\[
\begin{pmatrix}
T_l(t) - T^*(0) \\
0 \\
\vdots \\
T_r(t) - T^*(L)
\end{pmatrix} = -KD\frac{D}{h^2} \begin{pmatrix}
T_1(t) - T_1^* \\
T_2(t) - T_2^* \\
\vdots \\
T_{(N-1)}(t) - T_{(N-1)}^*
\end{pmatrix}, \quad K \in \mathbb{R}^{(N-1) \times (N-1)}, \quad K = K^T > 0.
\tag{18}
\]

Or (18) is equivalent to:

\[
\begin{pmatrix}
T_l(t) \\
0 \\
\vdots \\
T_r(t)
\end{pmatrix} = -KD\frac{D}{h^2} \begin{pmatrix}
T_1(t) - T_1^* \\
T_2(t) - T_2^* \\
\vdots \\
T_{(N-1)}(t) - T_{(N-1)}^*
\end{pmatrix} + \begin{pmatrix}
T^*(0) \\
0 \\
\vdots \\
T^*(L)
\end{pmatrix}, \quad K \in \mathbb{R}^{(N-1) \times (N-1)}, \quad K = K^T > 0.
\tag{19}
\]

Note also that the result of Proposition 2 works well even if a weaker condition for the gain matrix \( K \) (i.e., \( K = K^T \geq 0 \) instead of \( K = K^T > 0 \) as used in many instances, see e.g. [14, 28, 32]) is considered. Indeed, thanks to the feedback law given by (16), it follows from (2)(3)(15) that:

\[
\frac{dH(x)}{dt} = \begin{cases} \frac{d}{<0} \geq 0 & d < 0. \end{cases}
\]

The negative definiteness condition of \( \frac{dH(x)}{dt} \) remains true as the previous case (see (17)).

**Remark 4.** It follows from (17) that the convergence speed of the controlled system dynamics goes faster by increasing the gain matrix \( K \) (i.e. the norm of the gain matrix).
Let us state the following proposition.

**Proposition 3.** The system dynamics (10) is a purely dissipative (distributed parameter) PH system with the state variable \( x = T(z,t) \), structure matrices \( J(x) = 0 \) and \( R(x) = -D \). Furthermore, the Hamiltonian storage function is non-negative and bounded from below:

\[
H(T(z,t)) = \frac{1}{2} \left( \frac{\partial T(z,t)}{\partial z} \right)^2.
\]

**Proof.**

Eq. (10) in its infinite dimensional nature can be rewritten as follows:

\[
\frac{\partial T(z,t)}{\partial t} = D \frac{\partial}{\partial z} \left( \frac{\partial T(z,t)}{\partial z} \right) = D \frac{\partial T(z,t)}{\partial z} \frac{\partial}{\partial T} \left( \frac{\partial T(z,t)}{\partial z} \right).
\]

By comparing Eqs. (1) and (21), the proof immediately follows.

**Remark 5.** As a consequence of Proposition 3, the system dynamics (10) is asymptotically stabilizable for all passive controllers (for instance, PID controller) [7,8].

4. **SIMULATION**

In this section, numerical simulations to illustrate the theoretical developments are proposed. All numerical values used for the simulations are given in Table 1.

<table>
<thead>
<tr>
<th>( \lambda ) (W/(cmK))</th>
<th>( \rho ) (g/cm(^3))</th>
<th>( c ) (J/(gK))</th>
<th>( L ) (cm)</th>
<th>( T_l ) (°C)</th>
<th>( T_r ) (°C)</th>
<th>( T^{\text{init}}(z) ) (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.98</td>
<td>8.96</td>
<td>0.385</td>
<td>20</td>
<td>150</td>
<td>25</td>
<td>( \frac{T_r}{L^2} z^2 - \frac{T_l}{L} z + T_l )</td>
</tr>
</tbody>
</table>

Let us note that the initial temperature must fulfill the following two physically feasible constraints: \( T^{\text{init}}(z = 0) = T_l \) and \( T^{\text{init}}(z = L) = T_r \). A simple expression as given in Table 1, \( T^{\text{init}}(z) = \frac{T_r}{L^2} z^2 - \frac{T_l}{L} z + T_l \), verifies these conditions.

4.1. **Stationary state analysis**

It is shown that the stationary state of the dynamics (6) subject to (7) is given by:

\[
T^s(z) = \frac{(T_r - T_l)}{L} z + T_l.
\]

Eq. (22) is a decreasing linear function with respect to \( z \). Its shape is given in Fig. 2.

4.2. **Closed-loop simulations**

For the closed-loop simulations, let us take \( N = 10 \) and for the sake of simplicity, we choose for the gain matrix (Eq. (19)), \( K = \text{diag}(1,0,...,0,1)^5 \) (\( K \in \mathbb{R}^{(N-1) \times (N-1)} \)). It is worth noting that in this control strategy, any feasible choice which guarantees \( K = K^T \geq 0 \) is acceptable, except that, \(^{5} \text{diag}(\ldots) \) stands for the diagonal matrix.
of course, if the gain matrix $K$ is smaller, the controlled system dynamics evolves more slowly (see Remark 4).

Fig. 3 shows that the dynamics of the controlled temperature converges on its stationary value at grid points $z_i$, $i = 1...(N - 1)$.

By using the polynomial interpolation of degree $n$ (here $n = 5$ is chosen), the profile of the controlled temperature is derived and given in Fig. 4. It is shown that the controlled temperature $T(z,t)$ asymptotically converges on (and coincident with) its stationary value $T^*(z)$ at $t \to +\infty$ (the reader is referred to Fig. 2 for the shape of $T^*(z)$).

Furthermore, the dynamics of the boundary control inputs $u = [T_l(t) \ T_r(t)]$ is smooth and physically admissible (see Fig. 5).

Besides, some closed-loop simulations with $N = 20$ are given in Fig. 6 and Fig. 7. As shown, the controlled system is stable and has the same behaviours as the previous case (i.e. $N = 10$).

$N = 20$ $N = 20$

5. CONCLUSION

In this work, the control of the temperature profile of one-dimensional unstable heat conduction systems described by parabolic PDEs is presented. Indeed, the authors have shown:

- how to discretize and write the original distributed parameter system dynamics into a PH representation using the finite difference method.
Fig. 3. The controlled temperature

Fig. 4. The profile of the controlled temperature at $t = 0$ and $t \to +\infty$

- how to stabilize that discretized system at a desired reference temperature profile in the PH control framework. Furthermore, the obtained results are also valid even if the step size $h$ is smaller, e.g. $N \to +\infty$. 
With regard to infinite dimensional nature, the proposed results are interesting. It is shown that the original distributed parameter system dynamics is an infinite dimensional PH system. In addition, the numerical simulations showed that the convergence objective is satisfied and the boundary control input is physically implementable. It remains now:
Fig. 7. The closed-loop simulation for the control inputs with $N = 20$

- to evaluate and compare the results with the ones developed in [7, 8] (on the basis of thermodynamics and the passivity theory) in terms of the performances and robustness.
- to couple the proposed controller with an observer since all the state variables are used.
- to extend the proposed method to more complex distributed parameter systems with chemical reaction (see e.g., [25, 33]).
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