SOME OBSERVATIONS ON THE RELATION SCHEMES
IN THE RELATIONAL DATAMODEL

VU DUC THI

Abstract. In this paper, we introduce the new concept of maximal family of a relation scheme. The time complexity of finding this family is presented in this paper.

Tóm tắt. Trong bài này, chúng tôi trình bày học cục của một số độ quan hệ.

1. DEFINITIONS AND PRELIMINARY RESULTS

The relational datamodel which was introduced by E. F. Codd is one of the most powerful database models. This paper gives some results about computational problems related to relation schemes. Let us give some necessary definitions and results that are used in next section. The concepts given in this section can be found in [1,2,4,6,7,8].

Let \( R = \{a_1, ... , a_n\} \) be a nonempty finite set of attributes. A functional dependency (FD) is a statement of the form \( A \rightarrow B \), where \( A, B \subseteq R \). The FD \( A \rightarrow B \) holds in a relation \( r = \{h_1, ... , h_m\} \) over \( R \) if \( \forall h_i, h_j \in r \) we have \( h_i(a) = h_j(a) \) for all \( a \in A \) implies \( h_i(b) = h_j(b) \) for all \( b \in B \). We also say that \( r \) satisfies the FD \( A \rightarrow B \).

Let \( FT \) be a family of all FDs that hold in \( r \). Then \( F = FT \) satisfies

(1) \( A \rightarrow A \in F \),
(2) \( A \rightarrow B \in F, B \rightarrow C \in F \) \( \implies (A \rightarrow C \in F) \),
(3) \( A \rightarrow B \in F, A \subseteq C, D \subseteq B \) \( \implies (C \rightarrow D \in F) \),
(4) \( A \rightarrow B \in F, C \rightarrow D \in F \) \( \implies (A \cup C \rightarrow B \cup D \in F) \).

A family of FDs satisfying (1)-(4) is called an \( f \)-family (sometimes it is called the full family) over \( R \).

Clearly, \( F_r \) is an \( f \)-family over \( R \). It is known [1] that if \( F \) is an arbitrary \( f \)-family, then there is a relation \( r \) over \( R \) such that \( F_r = F \).

Given a family \( F \) of FDs, there exists a unique minimal \( f \)-family \( F^+ \) that contains \( F \). It can be seen that \( F^+ \) contains all FDs which can be derived from \( F \) by the rules (1)-(4).

A relation scheme \( s \) is a pair \( (R, F) \), where \( R \) is a set of attributes, and \( F \) is a set of FDs over \( R \). Denote \( A^+ = \{ a : A \rightarrow \{a\} \in F^+ \} \). \( A^+ \) is called the closure of \( A \) over \( s \). It is clear that \( A \rightarrow B \in F^+ \) iff \( B \subseteq A^+ \).

Clearly, if \( s = (R, F) \) is a relation scheme, then there is a relation \( r \) over \( R \) such that \( F_r = F^+ \) (see [1]). Such a relation is called an Armstrong relation of \( s \).

Let \( R \) be a nonempty finite set of attributes and \( P(R) \) its power set. The mapping \( H : P(R) \rightarrow P(R) \) is called a closure operation over \( R \) if for \( A, B \in P(R) \), the following conditions are satisfied:

(1) \( A \subseteq H(A) \),
(2) \( A \subseteq B \) implies \( H(A) \subseteq H(B) \),
(3) \( H(H(A)) = H(A) \).

Let \( s = (R, F) \) be a relation scheme. Set \( H_s(A) = \{ a : A \rightarrow \{a\} \in F^+ \} \), we can see that \( H_s \) is a closure operation over \( R \).

Let \( r \) be a relation, \( s = (R, F) \) be a relation scheme. Then \( A \) is a key of \( r \) (a key of \( s \)) if \( A \rightarrow R \in F_r \) (\( A \rightarrow R \in F^+ \)). \( A \) is a minimal key of \( r(s) \) if \( A \) is a key of \( r(s) \) and any proper subset
of \( A \) is not a key of \( r(s) \).

Denote \( K_r \) (\( K_s \)) the set of all minimal keys of \( r \) (\( s \)).

Clearly, \( K_r, K_s \) are Sperner systems over \( R \), i.e. \( A, B \in K_r \) implies \( A \not\subseteq B \).

Let \( K \) be a Sperner system over \( R \). We define the set of antikeys of \( K \), denoted by \( K^{-1} \), as follows:

\[
K^{-1} = \{ A \in R : (B \in K) \Rightarrow (B \not\subseteq A) \text{ and } (A \in C) \Rightarrow (\exists B \in K)(B \subseteq C) \}.
\]

It is easy to see that \( K^{-1} \) is also a Sperner system over \( R \).

It is known [5] that if \( K \) is an arbitrary Sperner system over \( R \), then there is a relation scheme \( s \) such that \( K_s = K \).

In this paper we always assume that if a Sperner system plays the role of the set of minimal keys (antikeys), then this Sperner system is not empty (doesn’t contain \( R \)). We consider the comparison of two attributes as an elementary step of algorithms. Thus, if we assume that subsets of \( R \) are represented as sorted lists of attributes, then a Boolean operation on two subsets of \( R \) requires at most \( |R| \) elementary steps.

Let \( L \subseteq P(R) \). \( L \) is called a meet-irreducible family over \( R \) (sometimes it is called a family of members which are not intersections of two other members) if \( \forall A, B, C \in L \) then \( A = B \cap C \) implies \( A = A \) or \( A = C \).

Let \( I \subseteq P(R) \), \( R \in I \), and \( A, B \in I \Rightarrow A \cap B \in I \). \( I \) is called a meet-semilattice over \( R \). Let \( M \subseteq P(R) \). Denote \( M^+ = \{ \cap M' : M' \subseteq M \} \). We say that \( M \) is a generator of \( I \) if \( M^+ = I \). Note that \( R \in M^+ \) but not in \( M \), by convention it is the intersection of the empty collection of sets.

Denote \( N = \{ A \in I : A \neq \cap\{ A' \in I : A \subset A' \} \} \).

In [5] it is proved that \( N \) is the unique minimal generator of \( I \).

It can be seen that \( N \) is a family of members which are not intersections of two other members.

Let \( H \) be a closure operation over \( R \). Denote \( Z(H) = \{ A : H(A) = A \} \) and \( N(H) = \{ A \in Z(H) : A \neq \cap\{ A' \in Z(H) : A \subset A' \} \} \). \( Z(H) \) is called the family of closed sets of \( H \). We say that \( N(H) \) is the minimal generator of \( H \).

It is shown [5] that if \( L \) is a meet-irreducible family then \( L \) is the minimal generator of some closure operation over \( R \). It is known [1] that there is an one-to-one correspondence between these families and \( f \)-families.

Let \( r \) be a relation over \( R \). Denote \( E_{ij} = \{ E_{ij} : 1 \leq i < j \leq |r| \} \), where \( E_{ij} = \{ a \in R : h_i(a) = h_j(a) \} \). Then \( E_{ij} \) is called the equality set of \( r \).

Let \( T_r = \{ A \in P(R) : \exists E_{ij} = A, \forall a \in E_{ij} : A \subseteq E_{ij} \} \). We say that \( T_r \) is the maximal equality system of \( r \).

Let \( r \) be a relation and \( K \) a Sperner system over \( R \). We say that \( r \) represents \( K \) if \( K_r = K \).

The following theorem is known [7, 10].

Theorem 1.1. Let \( K \) be a non-empty Sperner system and \( r \) a relation over \( R \). Then \( r \) represents \( K \) iff \( K^{-1} = T_r \), where \( T_r \) is the maximal equality system of \( r \).

Given \( s = (R, F) \) be a relation scheme over \( R \), \( K_s \) is a set of all minimal keys of \( s \). Denote by \( K_s^{-1} \) the set of all antikeys of \( s \).

From Theorem 1.1 we obtain the following corollary.

Corollary 1.2. Let \( s = (R, F) \) be a relation scheme and \( r \) a relation over \( R \). We say that \( r \) represents \( s \) if \( K_r = K_s \). Then \( r \) represents \( s \) iff \( K_s^{-1} = T_r \), where \( T_r \) is the maximal equality system of \( r \).

In [6] we proved the following theorem.

Theorem 1.3. Let \( r = \{ h_1, ..., h_m \} \) be a relation, and \( F \) an \( f \)-family over \( R \). Then \( F_r = F \) iff for every \( A \subseteq R \)
where $H_F(A) = \{a \in R : A \rightarrow \{a\} \in F\}$ and $E_r$ is the equality set of $r$.

**Theorem 1.4.** [3] Let $K = \{K_1, \ldots, K_m\}$ be a Sperner system over $R$. Set $s = \langle R, F \rangle$ with $F = \{K_1 \rightarrow R, \ldots, K_m \rightarrow R\}$. Then $K_s = K$.

## 2. MAXIMAL FAMILY OF A RELATION SCHEME

In this section we introduce the new concept of maximal family of a relation scheme. We show that the time complexity of finding a maximal family of a given relation scheme is exponential in the number of attributes.

Now we prove that the time complexity of finding a set of antikeys for relation scheme is exponential in the number of attributes. We show that finding a maximal family of a relation scheme can be polynomially transformed to this problem.

**Definition 2.1.** Let $s = \langle R, F \rangle$ be a relation scheme. Set $H_s(A) = A^+$ for all $A \subseteq R$. Put $Z(s) = \{A : A = A^+\}$. Denote by $N_s$ the minimal generator of $Z(s)$. Set $M(s) = \{(A, \{a\}) : a \in A, A \in Z(s) \text{ and } B \in Z(s), a \notin B, A \subseteq B \text{ imply } A = B\}$. Then we say that $M(s)$ is a maximal family of $s$.

Let $s = \langle R, F \rangle$ be a relation scheme over $R$. From $s$ we construct $Z(s)$ and compute the minimal generator $N_s$ of $Z(s)$. We put $T_a = \{A, \{a\} \in M(s) \text{ and } L(T_a) = \{A : (A, \{a\}) \in T_a\}.$

Let $s = \langle R, F \rangle$ be a relation scheme over $R$. From $s$ we construct $Z(s)$ and compute the minimal generator $N_s$ of $Z(s)$. We put $T_s = \{A \in N_s : \exists B \in N_s : A \subseteq B\}$.

It is known [1] that for a given relation scheme $s$ there is a relation $r$ such that $r$ is an Armstrong relation of $s$. On the other hand, by Corollary 1.2 and Theorem 1.3 the following proposition is clear.

**Proposition 2.2.** Let $s = \langle R, F \rangle$ be a relation scheme over $R$. Then

$$K_s^{-1} = T_s.$$

It is shown [7] that the problem of finding all antikeys of a relation is solved by polynomial time algorithm. For a relation scheme we have the following theorem.

**Theorem 2.3.** The time complexity of finding a set of all antikeys of a given relation scheme is exponential in the number of attributes.

**Proof.** We have to prove that:

1. There is an algorithm which finds a set of all antikeys of a given relation scheme in exponential time in the number of attributes.
2. There exists a relation scheme $s = \langle R, F \rangle$ such that the number of elements of $K_s^{-1}$ is exponential in the number of attributes (in our example $|K_s^{-1}|$ is exponential not only in the number of attributes, but also in the number of elements of $F$).

For (1), we construct a following algorithm:

Let $s = \langle R, F \rangle$ be a relation scheme over $R$.

Step 1: For every $A \subseteq R$ compute $A^+$, and set $Z(s) = \{A^+ : A \subseteq R\}$.

Step 2: Construct the minimal generator $N_s$ of $Z(s)$.

Step 3: Compute the set $T_s$ from $N_s$.

According to Proposition 2.2 we have $T_s = K_s$.

Clearly, the time complexity of this algorithm is exponential in $|R|$. 

As to (2): Let us take a partition \( R = X_1 \cup \cdots \cup X_m \cup W \), where \( m = \lfloor n/3 \rfloor \), \( |R| = n \) and \( |X_i| = 3 \) \((1 \leq i \leq m)\).

Set
\[
K = \{ B : |B| = 2, B \subseteq X_i \text{ for some } i \} \text{ if } |W| = 0,
\]
\[
K = \{ B : |B| = 2, B \subseteq X_i \text{ for some } i : 1 \leq i \leq m - 1 \text{ or } B \subseteq X_m \cup W \} \text{ if } |W| = 1,
\]
\[
K = \{ B : |B| = 2, B \subseteq X_i \text{ for some } i : 1 \leq i \leq m \text{ or } B = W \} \text{ if } |W| = 2.
\]

It is easy to see that
\[
K^{-1} = \{ A : |A \cap X_i| = 1, \forall i \} \text{ if } |W| = 0,
\]
\[
K^{-1} = \{ A : |A \cap X_i| = 1 (1 \leq i \leq m - 1) \text{ and } |A \cap (X_m \cup W)| = 1 \} \text{ if } |W| = 1,
\]
\[
K^{-1} = \{ A : |A \cap X_i| = 1 (1 \leq i \leq m) \text{ and } |A \cap W| = 1 \} \text{ if } |W| = 2.
\]

Let \( f : N \rightarrow N \) (\( N \) is the set of natural numbers) be the function defined as follows:
\[
f(n) = \begin{cases} 
3^{n/3} & \text{if } n \equiv 0 \pmod{3}, \\
3^{n/3} \cdot 3^{n/3} & \text{if } n \equiv 1 \pmod{3}, \\
2 \cdot 3^{n/3} & \text{if } n \equiv 2 \pmod{3}.
\end{cases}
\]

It can be seen that \( f(n) = |K^{-1}| \) and \( 3^{[n/4]} < f(n) \).

It is clear that \( n - 1 \leq |K| \leq n + 2, 3^{[n/4]} < |K^{-1}| \).

Thus, if denote the elements of \( K \) by \( K_1, \ldots, K_t \), then we set \( s = \langle R, F \rangle \), where \( F = \{ K_1 \rightarrow R, \ldots, K_t \rightarrow R \} \). By Theorem 1.4 \( K^{-1} \) is the set of all antikeys of \( s \). Consequently, for an arbitrary set of attributes we can always construct a relation scheme \( s = \langle R, F \rangle \) such that \( |F| < |R| + 2 \), but the number of antikeys of \( s \) is exponential not only in the number of attributes, but also in the number of elements of \( F \). The theorem is proved.

According to Proposition 2.2 we show that finding a maximal family \( M(s) \) can be polynomially transformed to problem of finding all antikeys of given relation scheme.

Algorithm 2.4.

Input: Let \( s = \langle R, F \rangle \) be relation scheme.
Output: \( K_s^{-1} \).
Step 1: For each \( a \in R \) we construct \( T_a \).
Step 2: Set
\[
N_s = \bigcup_{a \in R} L(T_a).
\]
Step 3: Put
\[
K_s^{-1} = \{ A \in N_s : \exists B \in N_s : A \subset B \}.
\]

Clearly, the steps 2 and 3 of this algorithm require polynomial time in the number of attributes. On the other hand, according to Theorem 2.3 we have the following.

Corollary 2.5. Let \( s = \langle R, F \rangle \) be a relation scheme. Then the time complexity of finding the family \( M(s) \) is exponential in the number if attributes.
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